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Abstract

The development of a rapid, reproducible and simple method of extraction of the majority capsaicinoids (nordihydrocapsaicin, capsaicin,
dihydrocapsaicin, homocapsaicin and homodihydrocapsaicin) present in hot peppers by the employment of ultrasound-assisted extraction is
reported. The study has covered four possible solvents for the extraction (acetonitrile, methanol, ethanol and water), the optimum temperature for
extraction (10-60 °C), the extraction time (2-25 min), the quantity of sample (0.2-2 g), and the volume of solvent (15-50 mL). Under the optimum
conditions of the method developed, methanol is employed as solvent, at a temperature of 50 °C and an extraction time of 10 min. The repeatability
and reproducibility of the method (R.S.D. <3%) have been determined. The capsaicinoids extracted have been analysed by HPLC with fluorescence
detection and using monolithic columns for the chromatographic separation. The method developed has been employed for the quantification of
the various capsaicinoids present in different varieties of hot peppers cultivated in Spain.

© 2008 Elsevier B.V. All rights reserved.

Keywords: Capsaicinoids; Ultrasound-assisted extraction; Peppers

1. Introduction

Capsaicinoids are the compounds responsible for the hot,
spicy flavour presented by many varieties of peppers. Among
the many natural capsaicinoids found in hot chilli peppers,
two compounds are predominant: capsaicin (trans-8-methyl-
N-vanillyl-6-nonenamide) and dihydrocapsaicin (8-methyl-N-
vanillylnonanamide) [1]; they represent around 90% of the total
capsaicinoids present in the hot spicy varieties of peppers. In
addition to these two major capsaicinoids, other minor capsaici-
noids are found in hot peppers, including nordihydrocapsaicin,
norcapsaicin, homocapsaicin I and II, homodihydrocapsaicin I
and II, nornorcapsaicin, nornornorcapsaicin, and nonivamide,
among others [2,3]. The structural characteristic of capsaici-
noids that determines their spicy properties is associated with
the presence of an amide bond connecting a vanillyl ring and an
acyl chain [4].

Hot peppers are one of the most important species culti-
vated widely around the world. The properties of colour, aroma,
flavour and pungency presented by these peppers account for
their extensive usage. In addition to these culinary properties,

* Corresponding author. Tel.: +34 956 016775; fax: +34 956 016460.
E-mail address: miguel.palma@uca.es (M. Palma).

0039-9140/$ — see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.01.046

capsaicinoids present many biological activities. Among these
activities, capsaicinoids act as powerful antioxidants [5], present
anti-mutagenic and anti-tumoral properties [6,7], function as
topical analgesics against pain [8], have anti-inflammatory
properties [9] and stimulate the cardiovascular and respiratory
systems [10].

Many different techniques have been employed for the
extraction of capsaicinoids from pepper, such as macera-
tion [11], magnetic stirring [12], enzymatic extraction [13],
ultrasound-assisted extraction [14], Soxhlet [15], extraction
by supercritical fluids [16], extraction by pressurized liquids
[17] and microwave-assisted extraction [18,19]. The conven-
tional extraction methods, like Soxhlet extraction, which have
been employed for decades, need long extraction times and
require relatively large quantities of solvent [20]. Recent years
have seen increasing demand for extraction techniques that
shorten extraction times and reduce the consumption of organic
solvents. Among these more efficient extraction techniques
are ultrasound-assisted extraction (UAE), microwave-assisted
extraction, supercritical fluid extraction and accelerated sol-
vent extraction. The UAE technique is particularly attractive
because of its simplicity and low equipment cost; it is based on
the employment of the energy derived from ultrasounds (sound
waves with frequencies higher than 20kHz) to facilitate the
extraction of analytes from the solid sample by the organic



G.F. Barbero et al. / Talanta 75 (2008) 1332—-1337 1333

solvent, which is selected in function of the nature of the solutes
tobe extracted [21]. This technique has been employed to extract
various organic compounds from different matrices, including
phenolics in cosmetic creams [22], chlorinated pesticides in bird
livers [23], organic acids in grapes [24], phenolic compounds
from strawberries [25] or isoflavones from soybeans [26].

The enhancement of extraction efficiency of organic com-
pounds by ultrasound is attributed to the phenomenon of
cavitation produced in the solvent by the passage of an ultra-
sonic wave. Cavitation bubbles are produced and compressed
during the application of ultrasound. The increase in the pres-
sure and temperature caused by the compression leads to the
collapse of the bubble. With the collapse of bubble, a resultant
“shock wave” passes through the solvent enhancing the mixing
[27].

Ultrasound also exerts a mechanical effect, allowing greater
penetration of solvent into the sample matrix, increasing the
contact surface area between solid and liquid phase. This, cou-
pled with the enhanced mass transfer and significant disruption
of cells, via cavitation bubble collapse, increases the release
of intracellular product into the bulk medium. The use of higher
temperatures in UAE can increase the efficiency of the extraction
process due to the increase in the number of cavitation bubbles
formed [27-29].

Although studies have been published on the employment of
UAE for the recovery of capsaicinoids from peppers [14], these
not have evaluated the influence of the extraction variables nor
has a systematic study for the optimisation of the method been
carried out; therefore no specific protocol for the UAE of cap-
saicinoids in peppers has been produced. Thus, the object of the
work reported here is to perform the optimisation of the vari-
ous extraction parameters, particularly the appropriate solvent,
temperature, extraction time, quantity of sample, etc. It is also
intended to utilise the method developed to quantify the capsai-
cinoids present in several varieties of hot peppers cultivated in
Spain.

2. Experimental
2.1. Chemical and reagents

The solvents utilised: ethanol (Panreac, Barcelona, Spain),
methanol, acetonitrile and glacial acetic acid (Merck, Darm-
stadt, Germany), are of HPLC grade. The water was obtained
by a Milli-Q water purification system, from Millipore (Bed-
ford, MA, USA). The capsaicinoid standards: capsaicin (97%)
and dihydrocapsaicin (90%), and the internal standard 2.5 dihy-
droxybenzaldehyde utilised were obtained from Sigma—Aldrich
(Steinheim, Germany).

2.2. Plant material

The hot Cayenne pepper (Capsicum frutescens L.) was
employed for the development of the ultrasound-assisted extrac-
tion method. They were obtained from local markets. The
peppers were peeled, and the peduncle and seeds were sepa-
rated. Only the pericarp and the placenta of the pepper were

studied. Both the pericarp and the placenta were triturated with
aconventional beater, until a homogeneous sample was obtained
for the analysis. The triturated sample obtained was conserved
in a freezer at —20 °C until its analysis.

2.3. Extraction procedure

The extraction of capsaicinoids originating from peppers by
means of ultrasound was performed employing various different
extraction conditions—solvents: methanol, ethanol, acetonitrile
and water; percentage of water in methanol: 0-100%; tem-
perature: 10-60°C; volume of solvent: 15-50mL; quantity
of sample: 0.2-2g; extraction time: 2-25min. A volume of
0.5 mL of internal standard was added to the extracts obtained
(1300 ppm). The extracts were filtered through a 0.45 wm nylon
syringe filter (Millex-HN, Ireland) before the chromatographic
analysis.

The extraction by ultrasound was performed in an ultrasonic
bath of 360 W (J.P. Selecta, Barcelona, Spain) coupled to a tem-
perature controller, which allowed the water in the bath to be
renewed.

2.4. HPLC-fluorescence analysis

The HPLC-fluorescence analysis was carried out in a Dionex
chromatographic system (Sunnyvale, CA, USA), consisting of
an automated sample injector (ASI-100), pump (P680), ther-
mostated column compartment (TCC-100), a photodiode array
detector (PDA-100), a fluorescence detector (RF 2000), a uni-
versal chromatography interface (UCI-50) and Chromeleon 6.60
software. Capsaicinoids were separated using a Chromolith
Performance PR-18e (100 mm x 4.6 mm) monolithic column
(Merck).

The chromatographic separation was performed with extracts
of the hot Cayenne pepper (C. frutescens L.). The wavelengths
employed for the detection were 278 nm (excitation) and 310 nm
(emission).

The method of chromatographic separation utilised a gradient
of two solvents: acidified water (0.1% acetic acid, solvent A)
and acidified methanol (0.1% acetic acid, solvent B), working
at a flowrate of 6 mL/min. The gradient method utilised is the
following: O min, 10% B; 2 min, 50% B; 4 min, 50% B; 4.5 min,
55% B; 5.5min, 55% B; 6 min, 60% B; 7 min, 60% B; 9 min,
70% B; 10min, 100% B; 15min, 100% B. The temperature
of the column was held constant at 30 °C. The chromatogram
obtained by utilising this separation method is represented in
Fig. 1.

2.5. Calibration

Using the method developed, calibration curves were pre-
pared for capsaicin and dihydrocapsaicin, which are the two
capsaicinoid standards commercially available. The results
obtained are presented in Table 1. The limits of detection and
quantification were calculated using the ALAMIN software
[30].
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Fig. 1. Chromatogram of separation of the capsaicinoids extracted from hot Cayenne pepper. n-DHC: nordihydrocapsaicin, C: capsaicin, DHC: dihydrocapsaicin,

h-C: homocapsaicin and h-DHC: homodihydrocapsaicin.
3. Results and discussion
3.1. Selection of the solvent

The selection of the most appropriate solvent for extracting
the analytes of interest from the matrix of the sample is a basic
step in the development of any method of extraction. First, the
effectiveness of the ultrasound-assisted extraction is going to
depend on the extraction solvent’s capacity for absorbing and
transmitting the energy of the ultrasounds. Second, the capsai-
cinoids should be soluble in the solvent that is employed for the
extraction.

The four solvents that have been studied for extracting cap-
saicinoids from the matrix of the sample are methanol, ethanol,
acetonitrile and water. Methanol [11,14], ethanol [13,17], and
acetonitrile [12,31] are solvents that are normally employed
for the extraction of capsaicinoids in various extraction tech-
niques, such as Soxhlet extraction, maceration, and extraction
by magnetic stirring. Water is not a good solvent for extract-
ing capsaicinoids, but it has been observed that sometimes the
addition of small percentages of water to the extraction solvent
helps to increase the effectiveness of extraction of the analytes
of interest from the sample [26].

The extractions have been performed with a quantity of trit-
urated hot Cayenne pepper of about 1 g of the sample, in 25 mL
of solvent, at a temperature of 50 °C for an extraction period of
20 min. All the assays were performed in triplicate.

Table 1
Analytical properties (n=3) of the calibration curve of capsaicin and
dihydrocapsaicin

Capsaicin DHC
Equation y=112,901x+ 187 y=151,770x + 4589
r? 0.9995 0.9995
LD (mg/L) 0.008 0.011
LQ (mg/L) 0.028 0.036

Relative recoveries were calculated by calculating the rela-
tive area to the area found for each compound in the extraction
showing the highest amount. The relative areas of the different
capsaicinoids extracted with the four solvents studied, in the
extraction conditions previously described, are represented in
Fig. 2.

In the light of Fig. 2, it can be observed that both methanol
and ethanol extract similar quantities of capsaicinoids; no sig-
nificant differences (p>0.05) are observed in the recoveries
obtained with these two solvents, in the extraction conditions
studied. Acetonitrile is a fairly efficacious solvent for extract-
ing the capsaicinoids present in samples of hot peppers, but
is less efficacious than ethanol and methanol, and in these
extraction conditions it gives recoveries of only about 80% of
those obtained with methanol and ethanol. It was decided to
employ methanol as solvent for the development of the extrac-
tion method, since this solvent is more compatible with the
solvents employed in the chromatographic method.

100 ﬁﬁi- %Hﬂ
80 §{Hi

3
2 60
>
8
@
T 40
@«
=
4
g 20
B
0 o & nDHC
2 C
45 T DHC
MeOH EtOH Acetonitrile H,0 T

Solvent

Fig. 2. Relative recoveries of capsaicinoids from hot Cayenne pepper employing
different pure solvents.
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Table 2

Relative recovery of capsaicinoids extracted from hot Cayenne pepper employ-
ing as solvents different mixtures of methanol and water (0, 10, 25, 50 and 100%
of water)

Solvent n-DHC C DHC h-C h-DHC
0% methanol 5.71 4.20 0.21 0 0
50% methanol 71.66 71.00 67.46 65.01 63.10
75% methanol 79.34 79.52 79.36 79.37 79.19
90% methanol 86.61 86.81 87.14 86.98 87.23
100% methanol 100 100 100 100 100

In Fig. 2 it can also be observed that water, which is a very
polar solvent, has a poor capacity of extraction of capsaicinoids.
This reduced effectiveness is accentuated in the case of the less
polar capsaicinoids such as dihydrocapsaicin, homocapsaicin
and homodihydrocapsaicin, where it extracts a lower percentage
of these capsaicinoids than of the other more polar capsaicinoids
like nordihydrocapsaicin and capsaicin.

On the other hand, in many instances, it has been shown that
the addition of differing percentages of water to other extraction
solvents improves their extractant properties. For this reason, our
study has included the addition of particular percentages of water
(0, 10, 25, 50 and 100%) to methanol, as the optimum solvent
for extraction, to evaluate how the properties of extraction of this
solvent are modified. The extraction conditions were the same
as those employed for the selection of the optimum extraction
solvent. Similarly, all the assays were performed in triplicate.

The relative recoveries of capsaicinoids extracted from hot
Cayenne pepper employing as solvents different mixtures of
methanol and water (0, 10, 25, 50 and 100% of water) are
represented in Table 2.

It was found that the addition of varying quantities of water
to the methanol did not produce any improvement in extract-
ing the capsaicinoids present in the fresh samples of peppers.
An addition of water, such as 10% of water in the methanol, in
these extraction conditions, has the effect of reducing the recov-
eries obtained to around 87% of those obtained with undiluted
methanol. Higher percentages of water, such as 25%, reduce
even further the recoveries obtained, to around 79% of those
with undiluted methanol; and the recoveries obtained continue
to decline in line with increases in the percentage of water added
to the methanol. Therefore, the development of the method was
continued based on employing undiluted methanol as the extrac-
tion solvent.

3.2. Extraction temperature

Temperature is a fundamental parameter in extracting
compounds. Generally speaking, the higher the extraction tem-
perature, the higher the velocity and the efficacy of the extraction
process. However some degradation processes can occur at high
temperature, then lower recoveries can be obtained. In this study
the aim was to evaluate temperatures ranging from 10 to 60 °C
(10, 20, 30, 40, 50 and 60 °C). It was not proposed to perform
extractions at higher temperatures because 64.7 °C is the boiling
point of methanol, working at atmospheric pressure.

110

i fli
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10 20 30 40 50 60 + okc
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Fig. 3. Relative area of the capsaicinoids extracted at the different temperatures
of the assay.

The following were the extraction conditions employed
in this study—extraction solvent: methanol; extraction time:
20 min; volume of solvent: 25 mL; quantity of sample: approx-
imately 1 g. All the assays have been carried out in triplicate.

The relative area of the capsaicinoids extracted at the different
temperatures of the assay is represented in Fig. 3.

From Fig. 3 it can be observed that, in these extraction con-
ditions, the highest recoveries are obtained at 40 and 50 °C,
although the differences are not significant (p > 0.05) between 30
and 60 °C. At temperatures lower than 30 °C, the method is not
able to extract the same quantity of capsaicinoids as are extracted
at higher temperatures, probably because the extraction kinetics
take place more slowly the lower the temperature.

The optimum temperature can be considered to be between
30 and 60 °C, at this range of temperatures no degradation of
capsaicinoids is observed, in the extraction conditions studied.
For later experiments, 50 °C was used as extraction temperature.

3.3. Extraction time

Until saturation, by increasing the extraction time, the quan-
tity of analytes extracted is increased, although there is the risk
that degradation may occur. To determine the time needed to
obtain complete extractions, extractions from samples of pep-
pers were performed for different lengths of time. Extraction
times of 2, 5, 10, 15, 20 and 25 min were evaluated. The rest of
the variables employed were: temperature of 50 °C, methanol as
extraction solvent, 25 mL of solvent and approximately 1 g of
sample. All the assays were performed in triplicate.

The results obtained are given in Fig. 4, in which the rel-
ative quantities of capsaicinoids extracted with different times
of extraction (2, 5, 10, 15, 20 and 25 min), in the extraction
conditions previously indicated, are represented.

It can be observed that, at extraction times longer than 5 min,
there are no significant differences (p >0.05) in the recoveries
of the capsaicinoids, and quantitative recoveries are obtained.
However, a considerable increase in the variability of the recov-
ery is observed by employing as few as 5 and as many as 25 min;
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Fig. 4. Relative recoveries of capsaicinoids from hot Cayenne pepper employing
different times of extraction.

therefore it is considered that an adequate time of extraction
should fall between 10 and 20 min.

3.4. Volume of solvent

The mass/volume ratio of solvent is a factor that must be
studied to increase the efficacy of extraction of capsaicinoids
employing ultrasound-assisted extraction. For the conventional
techniques of solid-liquid extraction, the tendency is to reduce
the ratio of mass/volume of solvent, and in many instances this
increases the extraction volume obtained. When this happens,
the improvement is due to there being a greater volume of solvent
to extract the same quantity of solute.

To evaluate the effect of the volume of the solvent on the
extraction, a series of extractions were carried out with different
volumes of solvent (15, 25,40 and 50 mL). The rest of the extrac-
tion conditions were: temperature of 50 °C, approximately 1 g
of sample, 10 min of extraction and methanol as solvent. All the
assays were performed in triplicate.

The relative quantities of capsaicinoids extracted with differ-
ent volumes of solvent are represented in Fig. 5.

In Fig. 5 it can be observed that there are no significant dif-
ferences (p >0.05) when the volume of the extraction solvent is
varied. Therefore, the variable of solvent volume will not be a
determining factor when extracting capsaicinoids in these con-
ditions. It was decided to work with a volume of 25 mL since
this enables compounds to be found in levels higher than the
LOQ of the chromatographic method.

3.5. Quantity of sample

Once the volume of extraction solvent had been optimised,
the next step was to optimise the quantity of sample, the other
factor influencing the ratio of mass/volume of solvent previously
mentioned. In general, by reducing the quantity of sample while
holding the volume constant, the quantities of analytes extracted
are increased, since the ratio of mass/volume of solvent is dimin-
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Fig. 5. Relative quantities of capsaicinoids extracted with different volumes of
methanol.

ished; but the disadvantage of this practice is the decrease of the
signal in the subsequent chromatographic system.

In this study sample quantities of 0.2, 0.5, 1, 1.5 and 2¢g
of peppers have been employed while maintaining the solvent
volume constant at 25 mL of methanol. The rest of the extrac-
tion parameters utilised were: temperature of 50 °C, 25 mL of
methanol as extraction solvent, and 10 min of extraction time.
All the assays were performed in triplicate.

The results obtained are given in Fig. 6, in which the rela-
tive quantities of capsaicinoids extracted with different sample
quantities (0.2, 0.5, 1, 1.5 and 2 g), in the extraction conditions
previously indicated, are represented.

In the light of Fig. 6 it can be observed that the quantity
of sample is not a relevant parameter. Thus, it was decided to
employ 1 g, since this quantity of sample produces compounds
found in levels higher than the LOQ of the chromatographic
method.
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Fig. 6. Recoveries of capsaicinoids from hot Cayenne pepper employing differ-
ent quantities of sample.
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Table 3
Repeatability (n=9) and reproducibility (n=18) of the method developed for
the capsaicinoids analysed

n-DHC C DHC h-C h-DHC
R.S.D. (%) intraday 1.97 1.72 1.84 2.35 1.83
R.S.D. (%) interday 242 2.46 2.56 2.37 2.58

Table 4

wmol of capsaicinoid per kilogram of fresh pepper in the samples analysed
Pepper n-DHC C DHC h-C h-DHC
Cayenne 94 +6 448 + 28 265 + 15 301 47 +2
BTR 40+ 3 370 £+ 23 190 £+ 11 n.d. 20+ 1
BTL 25+2 275 £ 17 122 +7 n.d. 14+1

n.d.: not detected. BTR: Bolilla Redondo pepper and BTL: Bolilla Largo pepper.

3.6. Repeatability and reproducibility of the method

The repeatability and reproducibility of the method devel-
oped have been studied. For this a total of 21 extractions were
performed, distributed as follows: 9 extractions performed on
the first day of the study, and 6 more extractions on each of
the two consecutive days. The resulting R.S.D.s are given in
Table 3. Similar results were found for all capsaicinoids, all of
them lower than 3%.

3.7. Quantification of the capsaicinoids present in different
samples of peppers

The amounts of capsaicinoids (nordihydrocapsaicin, cap-
saicin, dihydrocapsaicin, homocapsaicin and homodihydro-
capsaicin) present in three varieties of peppers have been
quantified using this method. Samples of hot Cayenne pep-
per (C. frutescens), Bolilla Largo pepper (Capsicum annuumn)
and Bolilla Redondo pepper (C. annuum) were employed. Cap-
saicin and dihydrocapsaicin were quantified from the calibration
curves obtained from the standard solutions. Since there are no
commercial standards of nordihydrocapsaicin, homocapsaicin
and homodihydrocapsaicin, these were quantified from the cali-
bration curve of dihydrocapsaicin (for nordihydrocapsaicin and
for homodihydrocapsaicin) and from the calibration curve of
capsaicin (for homocapsaicin), given the structural similarities
between these molecules. Table 4 gives the quantities of capsai-
cinoids present in the different varieties of peppers studied.

It can be observed that, of the three varieties of peppers stud-
ied, it is hot Cayenne pepper that contains the largest amount
of capsaicinoids, followed by the Bolilla Redondo pepper, and
lastly by the Bolilla Largo pepper. Homocapsaicin was only
found in hot Cayenne pepper; neither of the other two vari-
eties studied (Bolilla Redondo and Bolilla Largo) contained this
compound.

4. Conclusions

Ultrasound-assisted extraction, by means of the method
developed, allows the quantitative and reproducible (R.S.D.

<3%) extraction of the capsaicinoids present in peppers, in a
short time (10 min), employing methanol as extractant solvent.
Given its low instrumental requirement, its simplicity and its
analytical capabilities, the method developed can be applied for
the routine analysis of capsaicinoids in peppers.
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Abstract

Ionic liquid was for the first time employed for selective isolation of heme-protein species. Direct extraction of hemoglobin into ionic liquid
without using any concomitant reagent or extractant was carried out. Hemoglobin at the level of 100 ng wL~! could readily be quantitatively extracted
into ionic liquid (IL) 1-butyl-3-trimethylsilylimidazolium hexafluorophosphate (BtmsimPFs) in the absence of any co-existing extractants/additives
atpH 7, at the same time; however, the other protein species do not interfere and remain in the aqueous phase. A back extraction efficiency of ca. 80%
for 20 ng pL.~! hemoglobin in ionic liquid phase was achieved with sodium dodecyl sulfate (SDS) solution as stripping reagent. 3’ Fe Mossbauer
spectra and circular dichroism (CD) spectra indicated that the penta-coordinated ferrous atom in hemoglobin provide a vacant or free coordinating
position, which could be occupied by the cationic Btmsim* moiety. The interaction/coordination reaction between the iron atom in the heme group
of hemoglobin and the cationic ionic liquid moiety furnishes the driving force for facilitating fast transfer of hemoglobin into BtmsimPFg. The
present system was applied for selective isolation of heme-protein, i.e., hemoglobin from human whole blood without any pretreatment, giving

rise to satisfactory results.
© 2008 Elsevier B.V. All rights reserved.

Keywords: 1-Butyl-3-trimethylsilylimidazolium hexafluorophosphate; Heme-proteins; Hemoglobin; Ionic liquid; Extraction

1. Introduction

Termed as green solvents, the ionic liquids (ILs) have
attracted extensive attention because of their unique proper-
ties characterized by low or virtually no volatility, negligible
vapor pressure and ease of handling, which have shown great
promise as an attractive alternative or replacement to conven-
tional volatile organic solvents and exhibit bio-compatibility
when employed in bio-science. In the past decade, room tem-
perature ionic liquids have successfully been applied in the
fields of organic synthesis, [1—4] biocatalysts [5] and extrac-
tion/separation, [6-8] the latter case includes isolation of
various species from complex matrices, e.g., metal species,
[9-12] organic compounds [13] and biological molecules
[14,15].

The heme proteins including hemoglobin, cytochrome ¢ and
myoglobin play important roles in numerous biological pro-

* Corresponding author. Tel.: +86 83688944, fax: +86 83676698.
E-mail address: jianhuajrz@mail.neu.edu.cn (J.-H. Wang).

0039-9140/$ — see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.01.044

cesses, particularly those involving transport of oxygen and
electron transfer in life activities. Life science investigations
including proteomic analysis require high purity of these pro-
teins free of a broad range of impurities coexisting in biological
sample matrices. Therefore, separation and purification of spe-
cific protein species from real-world sample matrices is among
the most critical procedures for life science studies. A range
of extraction/separation procedures for protein isolation can be
located in the literature, [16-21] yet it is frequently problem-
atic when adopting conventional organic solvents as extraction
medium due to their natural toxicity to biological molecules
and life processes. In this respect, the employment of ionic
liquids as green solvents in analytical and biological sciences
provide a promising alternative, which has drawn considerable
and increasing interest [22].

Extraction of proteins by using ionic liquid with the assis-
tance of a concomitant extractant has been investigated [23]. So
far, however, there is no report about the direct extraction of
proteins with ionic liquid in the absence of concomitant extrac-
tants, this might be attributed to the very limited solubility of
proteins in ionic liquids [24]. A few studies have been directed
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to the activities and stabilities of protein or enzyme species in
ionic liquid phase, [25,26] while investigations about the con-
formation, activity and stability of proteins in ionic liquids were
blocked due to their low solubilities.

In the present paper, we report for the first time that
heme-protein (hemoglobin, myoglobin) can readily be extracted
into ionic liquid 1-butyl-3-trimethylsilylimidazolium hexaflu-
orophosphate (BtmsimPFg), without using any concomitant
reagent or extractant. It has been demonstrated that the fer-
rous atom in heme group of heme-proteins provides a vacant
coordinating position, which offers possibilities for covalent
coordination or interaction between the ferrous atom and the
cationic Btmsim*™ moiety in the ionic liquid used, which in
turn facilitates the transfer of heme-protein into the ionic liquid
phase.

2. Experimental
2.1. Chemicals

Proteins used in the present study were acquired from Sigma
(Louis, MO, USA), including bovine hemoglobin (H2500),
cytochrome ¢ from horse heart (C7752), myoglobin (0630),
apo-myoglobin (A8673), transferrin (T3309), and bovine serum
albumin (A3311). Protein Molecular Weight Marker (Broad)
(TaKaRa Biotechnology Co., Ltd., Dalian, China) was used as
purchased. Hexafluorophosphoric acid (Kunshan Fine Chem-
icals, Jiang-Su, China), 1-chlorobutane (Beijing Chemicals,
China), 1-methylimidazole and 1-trimethylsilylimidazole (Kaile
Chemicals, Jiang-Su, China) were used as received. Other chem-
icals employed were at least of analytical reagent grade and were
used without further purification. 18 M2 cm deionized water
was used throughout.

2.2. Apparatus and measurements

Proteins were quantified by measuring their Soret peaks using
a UV-vis spectrophotometer (Purkinje General Instruments,
Beijing, China). '"H NMR spectra of the prepared ionic lig-
uids were recorded in (CD3),CO at 293 K on a Bruker Avance
500 spectrometer, with chemical shifts referenced to tetram-
ethylsilane (TMS). The circular dichroism (CD) spectra were
recorded on a Jasco J-810 spectropolarimeter (JASCO, Japan)
in the range of 200-550 nm. The spectra were acquired every
0.5nm with a bandwidth setting of 1nm at a scanning speed
of 100 nm/min, with a response time of 1s and averaged for
3 scans. The fluorescence spectra were recorded on an F-7000
fluorimeter (Hitachi, Japan) with the excitation wavelength at
344 nm and the slit widths for excitation and emission set at
10 nm. Room temperature >’Fe Mossbauer spectra were mea-
sured by using an FH-1918 Mossbauer spectrometer (Beijing
Nuclear Instrument Factory, China), with a room temperature
palladium matrix cobalt-57 source and was calibrated with a
natural a-iron foil. The spectra were fitted with symmetric
quadrupole doublets by using a standard least squares fitting
procedure.

2.3. Preparation of ionic liquids

1-Butyl-3-trimethylsilylimidazolium hexafluorophosphate
(BtmsimPFg) was prepared by adopting a documented pathway
with minor modifications [27].

1-Butyl-3-trimethylsilylimidazolium chloride (Btm-
simCl) was first prepared by the reaction of 0.5 mol
1-trimethylsilylimidazole and 0.5 mol chlorobutane in 50 mL of
toluene in a nitrogen atmosphere at 90 °C for 72 h with stirring
and refluxing. The obtained transparent viscous BtmsimCl was
cooled and then washed with 50 mL of ethyl acetate for three
times, followed by drying at 80 °C.

0.5 mol of BtmsimCl was mixed with 100 mL of water in
a flask, to which 100 mL of hexafluorophosphoric acid (63%)
was added drop-wise in order to control the temperature not to
exceed 50 °C. After the mixture was stirred vigorously for 1 h,
the ionic liquid phase in the bottom of the flask was separated and
washed with a sufficient amount of water until a neutral wash out
solution was obtained, i.e., pH 6.5. The BtmsimPF¢ was finally
dried at 80 °C under vacuum for 24 h. The yield at this stage, i.e.,
the conversion of chloride to hexafluorophosphate ionic liquid,
was 85%. The 'H NMR data of the product were listed in the
following: 0.46 (s, 9H), 0.889 (t, 3H), 1.324 (m, 2H), 1.868 (m,
2H), 4.34 (m, 2H), 7.512 (d, 1H), 7.674 (d, 1H), 8.71 (d, 1H).

1,3-Dibutylimidazolium hexafluorophosphate (BBimPFg)
was prepared employing the following procedure: [28] 1,3-
dibutylimidazolium chloride (BBimCl) was first obtained by
the reaction of 0.5mol 1-trimethylsilylimidazole and 1.0 mol
chlorobutane at 90 °C for 72 h. The viscous BBimCl was cooled
and then washed with 50 mL of ethyl acetate for three times
followed by drying at 80 °C.

0.5mol of BBimCl was mixed with 100 mL of water in a
flask, to which 100 mL of hexafluorophosphoric acid (63%) was
added drop-wise in order to control the temperature and not
exceed 50 °C. Afterwards, similar operations as those for the
preparation of BtmsimPFg were adopted. A 75% yield at this
stage was achieved. The '"H NMR data of the product: 0.963 (s,
6H), 1.394 (m, 4H), 1.938 (m, 4H), 4.371 (m, 4H), 7.768 (d,
1H), 7.770 (d, 1H), 9.03 (d, 1H).

1-Butyl-3-methylimidazolium hexafluorophosphate
(BmimPFg) was prepared adopting a documented pathway by
modification, [15,29] as detailed previously [14].

2.4. Extraction and back extraction processes

An appropriate amount of ionic liquid, 50-1000 wL, was
taken into a 5mL centrifuge tube with 3 mL of protein aque-
ous solution within a concentration range of 20-200ng wL ™!
The mixture was shaken vigorously in an oscillator for 30 min to
facilitate the transfer of proteins into the ionic liquid phase. After
extraction, the concentrations of proteins in both phases were
determined by the absorbance of the Soret band peak using a
UV-vis spectrophotometer, and the extraction efficiencies (E) of
proteins were calculated as described in the following equation:

viLC
E— ILCIL
Vanzolq

x 100% (1)
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Scheme 1. The molecular structures of ionic liquids: BmimPFg, BBimPFs and
BtmsimPFg.

where C7, and Cy. represent the concentrations of proteins in
aqueous and ionic liquid phases, while V,q and Vi denote the
volumes of the two phases, respectively.

The back extraction of proteins from the ionic liquid phase
into aqueous phase was performed in the presence of sodium
dodecyl sulfate (SDS) as a stripping reagent, by shaking the
reaction mixture in a 5-mL cuvette for 30 min, and the back
extraction efficiency was derived accordingly.

3. Results and discussion

3.1. Direct extraction of proteins into ionic liquids without
any concomitant extractant

The three ionic liquids prepared in Section 2 have been inves-
tigated for the extraction of proteins. The molecular structures
of the ionic liquids are illustrated in Scheme 1. It is obvi-
ous that they have a common counter anion of PFs~, while
the different cationic moieties exhibit various hydrophobici-
ties according to the length of the alkyl side chains, i.e., the
hydrophobicities of the three ionic liquids are increased in the
line of BmimPFg < BBimPFg < BtmsimPFg.

The investigations have showed that except for hemoglobin
and myoglobin, the other protein species employed in the present
study, i.e., cytochrome c, apo-myoglobin, BSA and transferrin,
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Fig. 2. UV-vis spectra recorded in aqueous solution: (a) before extraction; (b)
after extraction with BmimPFg; (c) after extraction with BBimPFg; (d) after
extraction with BtmsimPFg. 100 ng wL.~! of hemoglobin in 3 mL aqueous solu-
tion was extracted with 400 pL of ionic liquids for 30 min.

could not be extracted into BmimPFg, BBimPFg and BtmsimPFg
in the absence of coexisting extractants/additives. Fig. 1 illus-
trates the photographs of an aqueous-BtmsimPFg two-phase
system containing hemoglobin in a 5-mL cuvette before and
after extraction. It is obvious that the aqueous phase was turbid
before extraction because of the existence of high concentration
of hemoglobin, while after extraction the hemoglobin was vir-
tually completely transferred into the ionic liquid phase, which
resulted in a clear and transparent aqueous phase.

3.2. Selective extraction of hemoglobin into BtmsimPFg

Fig. 2 shows that when 3.0mL of hemoglobin solution
(100ng wL~!, pH 7) was extracted by employing 400 pL of the
three kinds of ionic liquids, a quantitative transfer of hemoglobin
into the BtmsimPFg phase was achieved without employing
any coexisting extractants/additives, indicated by the complete
disappearance of the absorption band at 406 nm attributed to

Fig. 1. The photographs of an aqueous-BtmsimPFg two-phase system containing 400ng wL~! hemoglobin in a 5-mL cuvette: (A) before extraction; (B) after

extraction.
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hemoglobin in the aqueous phase. On the other hand, extrac-
tion efficiencies of ca. 93% and ca. 20% were achieved by
using BBimPF¢ and BmimPFg respectively at identical exper-
imental conditions. This observation obviously indicated that
hemoglobin inclines to dissolve into a more hydrophobic ionic
liquid phase, and thus an enhancement of the hydrophobicity of
the adopted ionic liquid tends to result in a favorable extraction
of hemoglobin. More details about this issue will be given in Sec-
tion 3.4. In the present case, BtmsimPFj facilitates quantitative
extraction of hemoglobin, which offers a promising approach
for its isolation from complex matrix in the presence of other
protein species and complex sample matrices.

For a certain amount of protein in a fixed volume of aque-
ous solution (50ng wL.~! hemoglobin in 3mL), a significant
increment of the extraction efficiency was observed with the
increase of the BtmsimPFg volume, and virtually quantitative
extraction was achieved with an ionic liquid volume of 400 L,
and thereafter a plateau was encountered. For the ensuing exper-
iments, 400 nL of BtmsimPFg was used. Further experiments
also indicated that a rapid increase of the extraction efficiency
for hemoglobin was observed with the increase of extraction
time up to 20 min, while afterwards a quantitative extraction
was obtained and thus there is no need to further extend the
extraction time. In the present investigations, an extraction time
of 30 min was adopted.

There is an argument that the disappearance of hemoglobin
from the aqueous phase might be attributed to not only its
transfer into the ionic liquid phase, but also the concentration
of hemoglobin at the interface of aqueous—ionic liquid phase,
and the dissociation of heme-group because hemoglobin has
a noncovalently protein-bound heme group, which is readily
dissociated from the hydrophobic core of the polypeptide chain.

Our experiments have showed that the UV-vis spectra
recorded in ionic liquid phase clearly showed the character-
istic absorption bands of hemoglobin at 406 nm, 535 nm and
560 nm, indicating the presence of polypeptide chain in the ionic
liquid phase. CD spectra were also measured to provide infor-
mation about the secondary structure of hemoglobin in ionic
liquid. However, the interfering effects of ionic liquid on the
CD spectrum of the a-helix region of hemoglobin provided no
accurate information. On the other hand, fair agreements were
achieved between the concentrations of hemoglobin in ionic lig-
uid phase and those obtained by measuring in aqueous phase by
spectrophotometry. These observations illustrated the transfer of
hemoglobin into the ionic liquid phase, and there is no obvious
concentration of hemoglobin at the interface of aqueous—ionic
ionic phase.

3.3. Back extraction of hemoglobin from ionic liquid into
aqueous solution

Back extraction of hemoglobin from ionic liquid into aque-
ous phase is necessary to fulfill the requirements for further
biological investigations. Thus, SDS, sodium chloride, EDTA,
hydrochloride and acetonitrile as stripping reagents were inves-
tigated. A back extraction efficiency of 80% for 20ng uL~!
hemoglobin was achieved by using SDS, while the others were

0.36

Absorbance

300 350 400 450 500 550 600
Wavelength/nm

Fig. 3. UV-vis spectra of 50ng wL~! hemoglobin aqueous solution. Before
extraction: (a) pH 2; (b) pH 4; (c) pH 7; (d) pH 9; after 50 ng de*I hemoglobin
in 3mL aqueous solution was extracted with 400 wL. BtmsimPFg for 30 min:
(e)-(h),pH 2,4, 7,09.

proved to be not suitable to be stripping reagents. The pos-
sible mechanism of back-extraction is supposed as such that
SDS provides anionic moiety to replace the heme-group in the
Btmsim*~heme complex in ionic liquid phase and form ion-pair
with cationic Btmsim™*, the hemoglobin was thus released and
transferred into the aqueous phase.

The back extraction of hemoglobin from ionic liquid into
aqueous phase was thus performed in the presence of SDS as
a stripping reagent. Hemoglobin aqueous solution was mixed
with 400 wL of BtmsimPFg to facilitate its extraction into the
ionic liquid phase. Afterwards, the ionic liquid phase was sepa-
rated and taken into a 5-mL cuvette with 3 mL of SDS aqueous
solution, and the back extraction of hemoglobin was facilitated
by shaking the mixture in an oscillator for 30 min.

3.4. Extraction mechanism

3.4.1. Electrostatic interaction

The isoelectric point of 6.8 for hemoglobin results in an over-
all positive charge in acidic medium while gives rise to a negative
charge in basic medium [19]. In the present study, the effects of
surface charge and the conformation of hemoglobin on its extrac-
tion property were exploited in the range of pH 2-9, with the
variations of UV—vis spectra of hemoglobin in aqueous solution
illustrated in Fig. 3. It can be seen that a maximum absorbance
at ca. 406 nm was encountered at a pH value close to the isoelec-
tric point of hemoglobin, while a decrement of the absorbance
was observed as pH of the aqueous solution depart from the
isoelectric point of hemoglobin, i.e., at pH <4 or pH>9. This
observation is very likely related to the variation of the sur-
face charge and the conformation of hemoglobin. On the other
hand, it is obvious that the absorption spectra of the aqueous
phase remained virtually unchanged after extraction, regardless
the variation of pH. This phenomenon illustrated that the varia-
tions of surface charge or the configuration of the protein do not
interfere with the extraction of hemoglobin, which further indi-
cated that the electrostatic interaction between hemoglobin and
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Scheme 2. The extraction mechanism of heme-protein by BtmsimPFg incorporating covalent coordination of ferrous atom with the cationic Btmsim* moiety.

the ionic liquid moiety is not the driving force for the extraction
process.

3.4.2. Covalent coordination between the cationic Btmsim™

and iron atom in heme group
Generally, the hydrophilic nature of hemoglobin should

prohibit its distribution into the hydrophobic ionic liquid,
BtmsimPF¢. However, Fig. 2 shows that hemoglobin inclines to
transfer into a hydrophobic ionic liquid phase, and an increase of
the hydrophobicity of the ionic liquid tends to result in a favor-
able extraction of hemoglobin. In fact, the length of the alkyl side
chain in the imidazole entity dominates the hydrophobicity of the
ionic liquid, an increase of the alkyl side chain length results in an
increase of hydrophobicity of the ionic liquid and a decrease of
electron density in the nitrogen atom, which improved the coor-
dination capability of the cationic imidazole group (Btmsim®),
i.e., its coordination with the iron atom in the heme-group in
this particular case, and thus facilitates the direct extraction of
hemoglobin into the BtmsimPF¢ phase.

The above observations illustrated that variation on the con-
figuration of the cationic Btmsim™ plays a very important rule
in the extraction of hemoglobin.

The experiments have indicated that the extraction of BSA,
transferrin and apo-myoglobin by using BtmsimPF¢ was not
observed at all, while hemoglobin and myoglobin could be
readily extracted in the absence of any coexisting extrac-
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tants/additives, and the transfer of a part of cytochrome ¢ into
BtmsimPFg was achieved at pH 1. The most important struc-
tural difference of hemoglobin, myoglobin and cytochrome ¢
with BSA, transferrin and apo-myoglobin is that there are heme
groups in the former category of proteins, while there are not
in the latter group. Therefore, these observations clearly sug-
gested that the extraction of protein species by BtmsimPF¢ was
significantly facilitated probably by the existence of heme group.

Iron-nitrogen bondings in heme group have been reported
previously [30-32]. In the case of hemoglobin, the iron atom
is coordinated with four pyrrole nitrogen atoms of protopor-
phyrin IX and nitrogen atom in imidazole of histidine [33]. The
iron atom also provides a sixth vacant coordinating position,
which offers a potential to coordinate with one extra nitrogen
atom of imidazole [34]. Previous investigations have proved that
imidazole is a strong covalent coordinating ligand with iron
atom in heme group [34-36]. For the heme proteins such as
hemoglobin and myoglobin, the sixth vacant coordinating posi-
tion of iron atom is available to bind with other small molecules
[37].

Therefore, the extraction mechanism of heme-protein into
BtmsimPFg was assumed as such that the cationic Btmsim*
moiety was covalently bond to the iron atom in the heme group,
as illustrated in Scheme 2, and the Btmsim*—heme complex
facilitates the transfer of heme-proteins into the ionic liquid
phase.
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Fig. 4. UV-vis spectra of hemoglobin in aqueous solution and BtmsimPFg at two concentration levels. (A) 250 ng L1 hemoglobin: (a) in aqueous solution; (b)
pure ionic liquid; (c) in ionic liquid; (B) 1.5 wg wL~! hemoglobin: (d) in aqueous solution; () pure ionic liquid; (f) in ionic liquid.
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Fig. 5. Fluorescence spectra of BtmsimPFg: (a) saturated ionic liquid in aque-
ous solution; (b) saturated ionic liquid in aqueous solution with 100 ng wL~!
hemoglobin.

3.4.3. Evidence from the UV-vis and fluorescence spectra

Fig. 4 illustrates UV—vis spectra of hemoglobin at two con-
centration levels in both aqueous solution and ionic liquid phase.
In aqueous solution, the spectra show a sharp Soret band at
406 nm, a broad Q-band at 538 nm and two characteristic bands
at 574 nm and 630 nm. While in the ionic liquid phase, a slight
red shift for the Soret band from 406 nm to 410 nm, blue shifts
for the Q-band from 538 nm to 530 nm and the characteristic
band from 574 nm to 556 nm were obtained, and particularly,
the band at 630 nm was completely disappeared. The shifts of
absorption bands can be attributed to the change of coordinating
sphere of the iron atom in heme group. In aqueous phase, a H,O
molecule serves as the sixth ligand coordinating with iron atom
[38]. After transferred into the ionic liquid phase, however, the
cationic Btmsim* moiety was covalently coordinated with the
iron atom by replacing the H,O molecule, which gave rise to
obvious changes in the absorption bands.

Fig. 5 shows that the fluorescence spectra of BtmsimPFg in
the absence and presence of hemoglobin. BtmsimPFg has an
obvious emission at 421 nm with an excitation wavelength at
344 nm, because of the m—m* conjugate N-C-N of bonds. In
the presence of hemoglobin, however, a red shift of its emission
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wavelength from 421 nm to 435 nm was observed, indicating
the variation of the m—m* conjugate of the N-C-N bonds of
the cationic Btmsim™ group, i.e., covalent coordination between
the cationic Btmsim* and the iron atom in heme resulted in the
change of the m—m* conjugate configuration, as illustrated in the
Insert.

3.4.4. Evidence from °’ Fe Mossbauer spectra

To identify that the cationic Btmsim* group was covalently
bond to the iron atom in heme group, >’Fe Mossbauer spec-
tra of hemoglobin and Btmsim*-heme adduct/complex were
measured at room temperature (Fig. 6). The parameters of
hemoglobin related to o-Fe were calculated as (IS, isomer
shift) =0.2348 mms~!, (QS, quadrupole split) =0 mms~!, with
a half-line width of the spectra of 0.9442 mms~!. On the other
hand, the corresponding parameters of Btmsim*—heme complex
were obtained as IS=0.2161 mms~!, QS =-0.055mm g1
with a half-line width of 0.7694 mms~!. The error limits of
IS and QS were 0.001 mms~! and 0.002 mms~!, respectively.

Although the recorded >’Fe Mossbauer spectra for
hemoglobin and Btmsim*-~heme complex at room temperature
both exhibit singlet states, an obvious decrease on the IS value
of the Btmsim*—heme complex was observed as compared to
that of hemoglobin. The decline of IS value could be attributed
to indirectly decrement in the d-electron density of the iron
atom [39,40]. When nitrogen atom in the cationic Btmsim* was
bond to iron atom in the heme group, the cationic Btmsim™* lig-
and tends to serve as an electron acceptor because the empty
orbital of nitrogen in cationic Btmsim™ was lack of electron,
thus transfer of electron density occurred from a filled d-orbital
of iron atom into an empty orbital of nitrogen in the cationic
Btmsim*, which resulted in an decrement of electron density of
iron atom in the heme group. In addition, a slight quadrupole split
was also encountered in the Btmsim*—heme complex, which
showed a variation of the symmetry of electron density in the
iron atom with respect to that in hemoglobin. Furthermore, the
negative QS value indicated that the doubly occupied orbital of
iron and nitrogen atom in the Btmsim*—heme complex was per-
pendicular to the heme plane [41,42]. As a summary, the STFe
Mossbauer spectra provided an overall picture of the bond char-
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Fig. 6. 7Fe Mossbauer spectra of hemoglobin and Btmsim*—heme adduct/complex.
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Fig. 7. (A) CD spectra of hemoglobin at the level of 200 ng wL.=!. (B) CD spectra of cytochrome c at the level of 200ng wL~!. (a) pH 7; (b) pH 1.

acter between the cationic Btmsim* ligand and the iron atom,
that is, the Btmsim* ligand was perpendicularly bond to iron
atom during the extraction process.

3.4.5. The importance of the sixth coordinating position of
iron atom in heme group

It has been demonstrated that hemoglobin can be quanti-
tatively extracted into BtmsimPFg via covalent coordination
between Btmsim* and iron atom in heme group. However, when
treating cytochrome ¢ similarly, a direct extraction efficiency
of only ca. 10% was achieved under identical experimental
conditions. An obvious difference between hemoglobin and
cytochrome c is that in the former case the ferrous iron in heme
group provides a sixth vacant coordinating position for bind-
ing other small molecules, while in the case of cytochrome
¢, the ferric iron coordinates with two strong-field protein
ligands, i.e., histidyl-18 and methionyl-80 [43], which pro-
vides no vacant coordinating positions for external molecules.
The circular dichroism (CD) spectra of hemoglobin and native
cytochrome ¢ showed clearly the difference of the oxidation
states of iron. Fig. 7A and B illustrates the Soret region CD
spectra of hemoglobin and cytochrome c in aqueous solution. A
positive peak at 420 nm was observed from hemoglobin, while
a negative peak at 420 nm along with a positive peak at 404 nm
were recorded for cytochrome c.

According to the extraction mechanismif a coordinating posi-
tion in cytochrome c is available for binding other molecules,
e.g., Btmsim*, the extraction of cytochrome ¢ into BtmsimPFg
will be feasible. Further experiments indicated that an extrac-
tion efficiency of 85% was obtained for cytochrome c at the
level of SngwL~! by adjusting the aqueous solution to pH 1.
In this case, as illustrated in Fig. 7B, the CD spectrum is char-
acterized by the complete disappearance of the negative Cotton
effect and a concomitant increase in the intensity of the positive
Cotton effect at 404 nm. These changes indicate the cleavage of
the sixth coordinating bond between iron and the methionyl-80
occurred, [24,43] which facilitate the formation of coordinating
bond between iron and the Btmsim* moiety of the ionic liquid,
and thus the transfer of cytochrome ¢ into BtmsimPFg.

At this stage, the effect of the solubility of ionic liquid in
water and vice versa on the extraction of hemoglobin should
be clarified. BtmsimPFg is highly hydrophobic and has a very
limited solubility, so far there is no evidence showing the effect
of the dissolved ionic liquid. On the other hand, there is only
minute amount of water incorporated in the ionic liquid phase.
Although the water molecules tend to covalently coordinate with
the iron atom in heme-group, the very strong coordinating power
of the cationic Btmsim* dominates the interaction between the
ligands and the iron atom. Thus, there is no risk to neglect the
effect of the minute amount of water in ionic liquid and vice
versa.

3.5. Extraction and separation of hemoglobin from human
whole blood

The present study provided potentials for the selective iso-
lation/separation of hemoglobin from other protein species in
biological sample matrices. Hemoglobin in human whole blood
was separated by direct extraction with BtmsimPFg to demon-
strate the practical applicability of the procedure.

10 wL human whole blood was directly diluted with 20 mL of
deionized water without any further pretreatment. 3.0 mL of the
diluted sample was then used to mix with 600 L of BtmsimPFg
for facilitating the extraction by shaking vigorously in an oscil-
lator for 30 min, and thereafter the two phases were separated
by centrifugation. Afterwards, the ionic liquid phase was taken
into a 5-mL cuvette with 3 mL of SDS aqueous solution of 6%
(m/v) to undergo the back extraction process as described in the
Experimental section. The aqueous solution after back extrac-
tion was employed to perform standard SDS-PAGE, in order to
evaluate the efficiency of the entire extraction process.

The standard SDS-PAGE (in 12% gels) obtained were illus-
trated in Fig. 8, including those for human whole blood,
hemoglobin isolated from human whole blood employing the
present procedure, standard hemoglobin solutions before and
after undergoing the extraction process. It is obvious that quite a
few bands were recorded within the range of ca. 6.5-116 kDa for
human whole blood without treatment, which might be attributed
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Fig. 8. The standard SDS-PAGE. 1, human whole blood without treatment;
2, hemoglobin isolated from human whole blood with the present extrac-
tion/back extraction procedure; 3, 250 ng pL~! standard hemoglobin solution;
4, 250ng wL~! standard hemoglobin solution undergoing the present extrac-
tion/back extraction procedure.

mainly to albumin, transferrin, heme proteins and ceruloplas-
min. After extraction by BtmsimPF¢ and back extraction into
aqueous phase, it is clearly showed that there is only a single
band of hemoglobin left at ca. 14kDa, indicating that selec-
tive separation of hemoglobin from human whole blood was
achieved.

4. Conclusions

The selective extraction/separation of hemoglobin by
employing ionic liquid BtmsimPFg was reported for the first
time. A quantitative extraction of hemoglobin at the level of
100 ng pL~! orless could readily be achieved without any coex-
isting additives/extractants. The extraction of hemoglobin was
facilitated by the coordination of the cationic Btmsim* moi-
ety of ionic liquid and the iron atom in the heme group. The
present observation provides a potential procedure for direct iso-
lation of heme-proteins from complex biological sample matrix,
while the avoidance of toxic organic solvents tends to offer
bio-compatibility of the procedure. The selective separation of
hemoglobin from human whole blood demonstrated the practical
applicability of the present procedure.
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Abstract

This paper reports on the development of a novel electrochemical assay for Zn** in human sweat, which involves the use of disposable screen-
printed carbon electrodes (SPCEs). Initially, SPCEs were used in conjunction with cyclic voltammetry to study the redox characteristics of Zn*
in a selection of supporting electrolytes. The best defined cathodic and anodic peaks were obtained with 0.1 M NaCl/0.1 M acetate buffer pH 6.0.
The anodic peak was sharp and symmetrical which is typical for the oxidation of a thin metal film on the electrode surface. This behaviour was
exploited in the development of a differential pulse anodic stripping voltammetric (DPASV) assay for zinc. It was shown that a deposition potential
of —1.6'V versus Ag/AgCl and deposition time of 60 s with stirring (10 s equilibration) produced a well-defined stripping peak with E,, = —1.2V
versus Ag/AgCl. Using these conditions, the calibration plot was linear over the range 1 x 1078 to 5 x 107® M Zn?*. The precision was examined
by carrying out six replicate measurements at a concentration of 2 x 107¢ M; the coefficient of variation was calculated to be 5.6%. The method
was applied to the determination of the analyte in sweat from 10 human volunteers. The concentrations were between 0.39 and 1.56 pg/mL, which
agrees well with previously reported values. This simple, low-cost sensitive assay should have application in biomedical studies and for stress and
fatigue in sports studies.
© 2008 Elsevier B.V. All rights reserved.

Keywords: Zinc; Chloride; Differential pulse anodic stripping voltammetry (DPASV); Disposable; Screen-printed carbon electrode (SPCE); Sweat

1. Introduction invasive methods for the measurement of zinc in human samples.
We considered that it should be possible to collect sweat by using
a suitably constructed sweat patch. As electrochemical methods
have been successfully applied to zinc determinations in a vari-
ety of matrices, we considered that this approach might offer
advantages in the current investigation.

The feasibility of using anodic stripping voltammetry (ASV)
for the determination of zinc concentrations in the analysis
of biological fluids has been demonstrated using mercury-
based electrodes [6]. However, the toxic nature of mercury
precludes its use for wide-scale routine analysis [7]. Dispos-
able screen-printed carbon electrodes (SPCEs) are inexpensive
and reproducible and may provide a viable and practical system
for rapid measurements. Such electrodes have previously been
used in other applications involving the electrochemical deter-
mination of trace metals in varied media including biological
fluids [8]. Modified and unmodified SPCEs have been success-
fully used for the determination of copper in serum [9] and lead
in potable and pond water [10,11] using ASV techniques.

Changes in the concentration of zinc in biological fluids may
be used as wide-ranging marker for a range of medical condi-
tions from physical fatigue to immunosuppression [1]. Zinc is
involved in cellular respiration, DNA replication, maintenance
of cell membrane integrity and free radical scavenging. It is
involved in the structure and activity of over 300 enzymes within
the human body [2] and has a significant role in reducing apop-
tosis [3]. Zinc concentrations in plasma and saliva have been
the subject of extensive research. However, has been reported
that intrusive methods, e.g. using hyperdermic syringes for the
collection of a biological fluids may cause significant interfer-
ence to the analyte [4,5]. In order to avoid this problem, the use
of sweat as the sample may offer the possibility of using non-

* Corresponding author. Tel.: +44 117 3282469; fax: +44 117 3282904.
E-mail address: John.Hart@uwe.ac.uk (J.P. Hart).
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The purpose of the present study was to explore the pos-
sibility of developing a stripping voltammetric assay for zinc
ions (Zn”*) in human sweat using a disposable screen-printed
carbon electrode. However, it has been reported that zinc is dif-
ficult to measure due to its very negative reduction potential
[12]. Consequently, cyclic voltammetry (CV) was initially used
to investigate the electrochemical behaviour of Zn>* in a wide
range of supporting electrolytes using a bare SPCE. The support-
ing electrolyte significantly alters the redox characteristics of
zinc in solution [13]. The most suitable electrolyte was selected
on the basis of the most sensitive anodic signal produced on
the reverse scan. The optimum instrumental conditions for the
differential pulse anodic stripping voltammetry (DPASV) mea-
surement of zinc were then deduced. The zinc concentrations
of sweat patch extracts were successfully determined using the
optimised conditions. This paper describes the results of these
studies.

2. Experimental
2.1. Reagents and materials

All reagents were of analytical grade. The zinc nitrate,
sodium acetate, acetic acid, hydrochloric acid, potassium chlo-
ride, nitric acid, potassium nitrate were supplied by Sigma
(Dorset, UK). Sodium dihydrogen orthophosphate, di-sodium
hydrogen orthophosphate and tri-sodium orthophosphate was
supplied by VWR International (Lutterworth, UK). Deionised
water was obtained from a Purite Select Analyst 80 System
(Purite, Oxfordshire, UK). Screen-printed carbon electrodes
were comprised of working electrodes based on carbon D14
ink with an area of 4 mm? (C10903D14) and were obtained
from Gwent Electronic Materials Ltd. (GEM, Pontypool,
UK) on a PVC support with an Ag/AgCl counter/reference
electrode.

CV was carried out with an EG&G Polarographic Analyzer
265A (EG&G Princeton Applied Research, Princeton, USA)
in conjunction with a Hewlett-Packard 7047A chart recorder
(Hewlett-Packard, London, UK). CV was performed between
an initial potential of —1.60V and a switching potential of
+0.00 V with a scan rate of 50mV s~!. Optimisation studies
were completed to select the most appropriate electrolyte using
4 mL aliquots of 0.1 M solutions of each electrolyte for each
study. SPCEs were used for single measurements only. DPASV
was performed with a Pstat10 potentiostat (Autolab, Slough,
UK) interfaced to a PC for data acquisition via the General Pur-
pose Electrochemical System Software Package (GPES) version
3.4 (Eco Chemie B.V., Netherlands). DPASV was performed
with an initial potential of —1.60V and a final potential of
+0.00 V. The optimum initial potential and deposition time were
determined with an equilibration time of 15s and a scan rate
of 50mV s~!. Optimisation, calibration and recovery measure-
ments were taken in triplicate using a fresh SPCE for each
measurement. The solution was stirred during deposition using a
magnetic stirrer (Barloworld Scientific Ltd., Staffordshire, UK).
The influence of the potential interfering compounds was also
studied.

2.2. Sweat zinc collection

55 mm diameter Whatman 540 cellulose filter papers (What-
man International Ltd., Kent, UK) were used for the collection
of sweat. A stack of four filter papers were used in each patch
adjacent to the skin. The filter papers were covered by labora-
tory sealing film (Duraseal, Diversified Biotech, Boston, USA)
with approximately a 2 cm overlap on each side. The patch was
held in place with a 7.5 cm cohesive bandage (General Medi-
cal, Aldershot, UK). Sweat patches were placed on the front of
the forearm of each participant approximately 2 cm below the
elbow immediately prior to the exercise period. The individuals
cycled on a Cateye Ergociser EC 1200 (CatEye Co., Inc., Osaka,
Japan) at a constant cadence of 60 rpm. The calculated target
pulse was measured with an integral photo-optic pulsimeter and
maintained automatically by adjustment of the work required to
turn the pedals. The target pulse was estimated at 70% or 80%
of the optimum pulse. Resistance was automatically adjusted to
maintain pulse at the target pulse +3 bpm for the duration of
the exercise. The exercise period lasted for 20 min in total after
which the sweat patches were removed.

The filter papers from each sweat patch were immediately
weighed and dried at 4 °C in a desiccator. A 3 cm? sub-sample
of each sweat patch was then extracted by agitating in 4 mL of
the supporting electrolyte, for 60 min. The extracts were then
placed in an ultrasonic water bath for 1 min, shaken and then
returned to the ultrasonic water bath for one additional minute.
The filter paper was then removed from the extract and the extract
analysed. The extract was placed in a 10 mL beaker that had
previously been cleaned with concentrated nitric acid and rinsed
thoroughly with deionised water before drying. The DPASV
measurement was then taken with a SPCE in conjunction with
an Ag/AgCl counter/reference electrode.

3. Results and discussion
3.1. Cyclic voltammetric behaviour of zinc at bare SPCEs

The redox characteristics of Zn?*, at bare SPCEs, was
investigated in various supporting electrolytes using cyclic
voltammetry. Fig. 1 shows a selection of the cyclic voltammo-
grams (CVs) obtained in several buffers, KCl and HCI. It can
be seen that the CV obtained with 0.1 M acetate pH 6.0 shows
clearly visible reduction and oxidation peaks; the latter is sharp
and symmetrical which is typical for the oxidation of a thin metal
film on an electrode surface. Such behaviour is a pre-requisite
for the development of sensitive anodic stripping voltammetric
methods. The cyclic voltammograms obtained with the remain-
ing buffers did not show such a well-defined anodic peak,
whereas that obtained with HCl was quite sharp but the i,
was difficult to measure. The magnitudes of the anodic peaks
obtained with a total of nine supporting electrolytes are sum-
marised in Fig. 2. While the largest i, for zinc was obtained with
0.1 M HCI the precision (coefficient of variation) with which
this peak could be measured was 32.8%; however, the preci-
sion of the ip, values obtained with acetate buffer was 6.1%.
Therefore, we initially considered that the latter would offer the
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Fig. 1. Cyclic voltammograms for a selection of electrolytes containing 1 mM Zn?*: (a) 0.1 M acetate buffers pH 4—6, (b) 0.1 M KCI, (c) 0.1 M phosphate buffers

pH 6-8 and (d) 0.1 M HCI.

best compromise between sensitivity and reproducibility in the
development of an anodic stripping voltammetric procedure for
the target metal ion.

3.2. Effect of NaCl addition and voltammetric waveform on
the oxidation peak of zinc

During our optimisation studies, it occurred to us that, follow-
ing the collection and processing of sweat samples (discussed
later), the final solutions subjected to ASV would contain chlo-
ride ions. Therefore, we decided to investigate the effect of
this anion, added to acetate buffer pH 6.0, on the voltammetric
behaviour of Zn2*.

0 5 10 15 20 25
0.1M Hydrochloric Acid I : ||—|——|
0.1M Acetate Buffer pHT_
0.1M Acetate Buffer pHG- HH

0.1M Acetate Buffer pH5 gl
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0.1M Potassium Nitrate !

0.1M Nitric Acid

Fig. 2. Magnitudes of anodic peaks obtained by cyclic voltammetry in nine
electrolytes containing 1 mM Zn?*.

Fig. 3a shows the CV obtained with 107® M Zn* in a sup-
porting electrolyte comprising 0.1 M NaCl/0.1 M acetate buffer
pH 6.0, and for comparison Fig. 3b shows the same concentra-
tion of Zn** in acetate buffer pH 6.0 only. Clearly, the former
now shows a well-defined cathodic peak with a greater current
magnitude than the latter; the oxidation peak also shows a signif-
icant enhancement in current magnitude as a result of the greater
deposition of Zn atoms. One explanation for the improvement in
the definition and size of the cathodic peak is that the reduction
of Zn>* is facilitated when this cation forms weak complexes
with both acetate and C1~ ions. Other workers [13] have sug-
gested that Zn>* can form complexes with C1~ and Ac™ with
equilibrium constants of 109 and 10%, respectively. In our
study, we did not observe a well-defined cathodic or anodic peak
in KCl1 only (Fig. 1) which suggests that both ions are required
to give an improvement in redox behaviour at our SPCEs. We
considered that this phenomenon could be very beneficial in
improving the sensitivity of our proposed assay. However, we
wondered whether phosphate buffer pH 6.0 with added Cl~,
might also produce improved cyclic voltammetric behaviour for
Zn**. Fig. 3c shows that the anodic peak current had increased
in magnitude compared to the same phosphate buffer with-
out added CI™ (Fig. 3d), but it was considerably smaller than
the ip, shown in Fig. 3a (0.1 M NaCl/0.1 M acetate buffer pH
6.0). Consequently, we considered that a supporting electrolyte
comprising acetate buffer pH 6.0 with added C1~ would pro-
duce well-defined stripping voltammetric peaks in our proposed

assay.
At this stage, we decided to investigate the differential pulse

waveform with anodic stripping voltammetry as it often offers
better sensitivity and resolution than the linear sweep wave-
form. Fig. 4b shows a differential pulse stripping voltammogram
(DPASV) obtained with 107°M Zn?* in 0.1 M NaCl/0.1 M
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Fig. 4. DPASV of electrolytes containing 1076 M Zn%*: (a) 0.1 M acetate buffer pH 6.0 and (b) 0.1 M NaCl/0.1 M acetate buffer pH 6.0.

acetate buffer pH 6.0. Clearly, one well-defined anodic stripping
peak was obtained under the conditions described in Section 2.
For comparison, Fig. 4a shows a DPASV obtained under the
same conditions as for Fig. 4b except that NaCl was omitted; it
isreadily apparent that the addition of C1~ significantly enhances
the magnitude of the Zn oxidation peak.

In order to deduce the optimum concentration of chloride ions
to be added to the acetate buffer, a DPASV study was performed
with different NaCl concentrations. Fig. 5 shows a plot of the
DPASYV peak currents versus the added C1™ concentration. From
this we considered that 0.1 M C1~ would be appropriate for our
proposed assay.

3.3. Optimisation of DPASV conditions and calibration
study

The effect of the deposition potential (E4) on the magnitude
of the DPASV peak current was studied using a solution con-
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Fig. 5. Effect of C1~ ions on the DPASV peak currents for 0.1 M NaCl/0.1 M
acetate buffer pH 6.0 solution containing 2 x 1075 M Zn**.
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Fig. 6. Effect of deposition potential on the magnitude of DPASV peak currents
in solutions containing 2 x 10~ M Zn?* in 0.1 M NaCl/0.1 M acetate buffer pH
6.0 solution.

taining 2 x 107 M Zn* in 0.1 M NaCl/0.1 M acetate buffer pH
6.0. Fig. 6 shows a plot of the resulting ip, of the Zn stripping
peak, with E, = —1.2'V, using a deposition time (4) of 60s. The
magnitude of the peak obtained using an E4 value of —1.7 V was

Zn*t 4 2e”
E}, of stripping peak

the largest; however, the precision obtained with separate SPCEs
was calculated to be 28.1% (n =3). Consequently, we selected a
deposition potential of —1.6 V for further studies as the ip, was
only slightly smaller but the precision was much better (5.0%,
n=3), than that obtained with Eq=—1.7 V.

The effect of deposition time (7g) on the magnitude of the
DPASYV peak current was examined using a solution with the
same composition as described above. Fig. 7 shows a selec-
tion of the DPASVs obtained at different ¢4 values and fixed
Eq value of —1.6V. The magnitude of the peak current, with
Ep, =12V can be seen to increase with deposition time; the
inset shows that the peak current becomes constant above a tg
value of about 250s. We decided to select a t4 of 60s for fur-
ther studies as this was on the linear portion of the i, versus
14 plot; consequently, for concentrations of Zn>* below 10~® M
the currents should be linearly dependent on Zn** concentra-
tion. It should also be possible to use the standard addition
method, which requires a linear relationship between i, and
concentration for our later studies involving sweat. It should
be mentioned that at a deposition time of 300s a small oxi-
dation peak begins to appear at —1.4V and a small shoulder
at —1.1 V. One explanation for the appearance of the more
negative peak is that this arises as a result of stripping zinc
atoms from a monolayer deposited onto the carbon electrode;
therefore, these atoms require higher energy for the oxidation
process to occur. The peak occurring at —1.4 'V is probably the
result of the oxidation of a zinc layer with a slightly smaller
lattice energy. Such behaviour has been previously reported by
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Fig. 7. Effect of deposition time on the magnitude of DPASV peak currents in
solutions containing 2 x 1076 M Zn>* in 0.1 M NaCl/0.1 M acetate buffer pH
6.0 solution.

our group in an investigation involving stripping voltammetric
behaviour of lead [10]. This may be summarised in the following
scheme:

— Zn—carbolnle$ectrode — Zn—Zn—car?(z)r\ll electrode — Zn—Zn-carbon electrode (decreased lattice energy)

—-14V

A calibration study was carried out using Zn** standards
prepared in 0.1 M NaCl/0.1 M acetate buffer pH 6.0. These stan-
dards were subjected to DPASV using the optimised #z4 and Eq
values and a fresh SPCE for each measurement. Fig. 8 shows a
calibration plot obtained for Zn>* between 0.5 and 10 uM and
inset between 10 nM and 0.5 M. From these plots, we deduced
that the linear range was between 10 nM and 5 M. The detec-
tion limit calculated as the noise multiplied by three was 6.67 nM
with a confidence limit of 2.26 nM (n=6). This study demon-
strated the possibility of applying DAPSV to the analysis of Zn>*
in human sweat.
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Fig. 8. Calibration plot for Zn>* analysis in 0.1 M NaCl/0.1 M acetate buffer pH
6.0 by DPASV; Eq=—1.6V, 14 =60s.
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Table 1
Recovery of Zn** from dried sweat patches extracted using a variety of
extractants

Extractant Zn?* recovery (%)
Deionised water 8.0
0.1M HC1 49.7
0.1 M acetate buffer pH 6.0 86.8
0.1 M acetate buffer pH 5.0 71.2
0.1 M acetate buffer pH 4.0 67.4
0.1 M acetate buffered saline pH 6.0 95.0
0.1 M acetate buffered saline pH 5.0 80.0
0.1 M acetate buffered saline pH 4.0 75.0
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Fig. 9. Concentration of Zn%* in the sweat of 10 individuals extracted from dried
sweat patches following controlled exercise.

3.4. Recovery of Zn** from sweat patches and analysis of
human sweat by DPASV

In order to determine the optimum solution for the extrac-
tion of Zn** from the sweat patches, a fixed volume of 0.25 mL
of 1074 M Zn(NO3), was deposited on to sweat patches and
allowed to dry. These were then extracted with 4 mL of the cho-
sen electrolyte as described earlier, and the resulting solution
subjected to DPASV; the concentration of 7Zn?* was determined
by reference to calibration graphs. Table 1 summarises the recov-
eries calculated for each solution, and from this data it was
concluded that 0.1 M NaCl/0.1 M acetate buffer pH 6.0 provided
the highest recovery; consequently, this was used for the assay
of human sweat.

Human volunteers (5 males and 5 females) were involved in
our study to determine the endogenous level of Zn?* in sweat.
The protocol is described in detail in Section 2. Fig. 9 shows
the calculated concentration of Zn>* in the sweat of 10 individ-
uals involved in the study. It should be added that apart from
one subject these concentrations fall within the range reported
in the literature [14,15]. This data indicates that our proposed
DPASYV assay using disposable SPCEs holds promise for the
measurement of Zn>* in sweat of human subjects and may find
wide application in sports science as well as biomedical studies.

Although, we used an exercise protocol to obtain sweat samples,
it should be feasible to use other methods, e.g. iontophoresis or
sauna [6] depending on the purpose of the analysis.

4. Conclusions

We have investigated the redox characteristics of zinc
at SPCEs prepared from a commercial ink preparation
(C10903D14) and found that well-defined oxidation peaks could
be obtained in 0.1 M NaCl/0.1 M acetate buffer pH 6.0. It was
shown that one well-defined anodic stripping peak could be
obtained at a potential of —1.2 V versus Ag/AgCl, using a depo-
sition potential of —1.6 V versus Ag/AgCl. We believe that this
peak results from the oxidation of a multilayer of zinc atoms,
which are deposited onto a monolayer of zinc atoms, previ-
ously deposited onto the carbon electrode surface. It should be
mentioned that, in an earlier report it was stated that zinc is
a notoriously difficult metal to determine because it deposits
and strips with hydrogen evolution [12]. However, our inves-
tigation into the effects of chloride ions revealed that greatly
improved reduction and oxidation peaks are obtained when this
anion is incorporated into the acetate buffer; this behaviour could
be exploited for the determination of low-levels of zinc using
DPASV.

We have shown that the DPASV assay could be readily
applied to the measurement of Zn>* in human sweat samples.
The collection of sweat was performed using a novel sweat patch
attached to the subject’s forearm, then removed and extracted
using the optimised electrolyte; DPASV was carried out directly
on this extraction solution. A deposition time of only 60 s was
required in the determination of zinc in all of these samples. The
zinc levels found using our new DPASYV assay was found to fall
within the range of values reported in the literature [14,15].
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Abstract

A bielectrode array comprising a jalpaite membrane (i.e., Ag; 5CuysS) copper(Il) ion-selective electrode (ISE) and chalcogenide glass mem-
brane (i.e., Fe,5(SeqoGersSbiz)e7.5) iron(IIl) ISE has been assembled by individually wiring each solid-state sensor into a single electrode body.
Furthermore, a dual metal ion buffer calibration standard incorporating copper(Il) and iron(III) coordinating ligands to regulate the levels of free
copper(Il) and iron(I1]) in the buffer has been developed to enable simultaneous calibration of the bielectrode ISE array. In this work, the bielectrode
ISE array has been employed in the continuous flow analysis (CFA) of free copper(1l) and iron(III) in seawater media. It is shown that the individual
electrodes displayed Nernstian response in the metal ion buffer calibration standard over a wide dynamic range (viz., 10~ to 107> M aCu?* and
1072 to 10~'"' M aFe’*), and the results of repetitive CFA analyses of free copper(Il) and iron(IIl) in seawater are commensurate with the typical
values found in coastal seawater samples. Clearly, the bielectrode ISE array may be used in the simultaneous analysis of free copper(Il) and iron(III)

in seawater without fear of cross-interference between the solid-state sensors.

© 2008 Elsevier B.V. All rights reserved.
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1. Introduction

Despite the possibility of using ion-selective electrodes
(ISEs) in the analysis of environmentally important trace met-
als such as copper(Il) and iron(IIl), a past misconception has
been that ISE devices lack the sensitivity and selectivity needed
for the analysis of trace analytes in complex and challenging
samples such as seawater.

Notwithstanding, there were several excellent papers in the
1970s and 1980s [1-4] demonstrating that it is possible to use a
crystalline membrane copper ISE in the analysis of nanomolar
levels of copper in natural waters, as long as the ISE is han-
dled correctly, so as to minimize the dissolution of the ISE and
the concomitant carry-over of copper from sample to sample.
Clearly, these seminal papers laid the foundations for the use of
solid-state membrane ISEs in environmental analysis.
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! Present address: University of the Philippines in the Visayas, Miag-ao, Iloilo
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The great virtue of ISEs in environmental analysis is their
ability to sense the free metal ion activity, which is widely rec-
ognized as a master variable governing the uptake and toxicity of
metals by biota [5], thereby providing an analytical technique
capable of monitoring the impact of trace metal inputs in the
environment. Notably, the free metal content of environmental
waters is regulated by the metal buffering ability of the natural
water [5], as dictated by the inorganic and organic speciation of
metals in the sample, and this is a critical factor in determining
the fates of trace metals in the marine environment.

Copper is a major trace metal in the environment due to its
extensive use in antifouling paints, and poses a serious environ-
mental threat at high levels due to its toxicity [6]. Essentially,
copper is an essential trace metal nutrient at ambient levels [7,8],
and it has been demonstrated on a variety of aquatic organisms
[7-11] that the toxicity of copper on marine biota is related to
free copper(Il) or Cu®*, not the concentration of total dissolved
copper. This is the single most important feature that makes the
copper ISE so attractive in environmental science leading to con-
siderable research in the development of copper ISE methods for
the analysis of natural samples (i.e., seawater, lakes, rivers, soils,
etc.) [1-4,6-9,12-24].
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Iron is an important limiting trace metal nutrient in marine
waters [25-27], as it limits the growth of phytoplankton and
biomass production in the ocean. Since iron finds its way into
marine environments by atmospheric dust deposition and by
upwelling of water, it is present at very low levels in isolated
areas such as Antarctica, and this was demonstrated clearly in
an iron fertilization event in The Southern Ocean that led to a
phytoplankton bloom in the fertilization zone [28,29].

A seminal paper by Zirino et al. [13] has demonstrated the
positive influence of hydrodynamic flow [either at a rotating disc
electrode or in a continuous flow analysis (CFA) flow-cell] in
lowering the detection limit of the jalpaite membrane copper(Il)
ISE [13] to nanomolar levels, and this led to the conclusion that
ISE determinations of trace metals in seawater are undertaken
ideally in a flow-injection analysis (FIA) or CFA analysis mode.
Accordingly, Eriksen et al. [20] developed a CFA method for
the analysis of free and total copper in Pacific Ocean seawater,
and found that the total copper levels obtained by ISE poten-
tiometry in acidified seawater compared favourably with those
determined using graphite furnace atomic absorption spectrom-
etry (GFAAS). Furthermore, De Marco et al. [30] developed
a chalcogenide glass membrane iron(IIl) ISE CFA method for
the determination of free iron(IIl) in acidified and UV photo-
oxidized Southern Ocean or open ocean seawater, and found that
the CFA ISE method yielded a log(aFe*) value for 10 repet-
itive injections of seawater that correlated brilliantly with the
expected iron(I1I) speciation calculated using a inorganic speci-
ation model for seawater. Clearly, the results of these previous
studies have demonstrated the power of CFA in the ISE analysis
of free copper(Il) and iron(IIl) in seawater.

The present study integrates the aforesaid copper(Il) and
iron(IlT) ISE-CFA analysis techniques into a single “all
solid-state” bielectrode array method including conventional
copper(Il) and iron(IIl) ISEs, so as to enable the simultaneous
analysis of free copper(Il) and iron(IIl) in seawater. This tech-
nique is likely to appeal to environmental analytical scientists
since copper(Il) is a potent environmental threat due to its exten-
sive use in antifouling paints [6], while iron(IIl) is a limiting
nutrient that regulates the growth of phytoplankton and biomass
production in the ocean [25-27]. This represents a significant
improvement in methodology since it will enable simultaneous
and rapid determinations of these environmentally important
analytes in marine waters within approximately a minute, as
opposed to lengthy analyses of >10 min duration while each ana-
lyte is assayed separately using single electrodes (i.e., >20 min
for copper(Il) and iron(II) or n analytes X >20 min), especially
if a tested and proven extrapolation method is used to estimate
the steady-state CFA signals of the ISEs using the first minute
of simultaneously recorded potential time transients in a sample
[20,30]. In this context, we have used the previously published
electrode array approach of Shatkin et al. [31] in the fabrication
of a bielectrode ISE array [see Fig. 1 for a schematic diagram of
the copper(Il) and iron(III) bielectrode array]. Clearly, this study
has necessitated the development of a combined copper(Il) and
iron(IIl) calibration buffer, and a study of the CFA potentio-
metric response characteristics of the bielectrode array in the
calibration buffer was deemed necessary to ascertain if there are
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Fig. 1. A schematic diagram showing the independent wiring of copper(II) and
iron(IIl) ISEs into a single solid-state ISE array.

any cross-interference and cross-contamination effects from one
electrode to the other in a combined metal ion buffer solution.
Last, a CFA analysis of raw seawater was undertaken to ascertain
the suitability of the new bielectrode array for the simultaneous
determination of free copper(Il) and iron(Ill) in seawater.

2. Experimental
2.1. Copper(Il) and Iron(Ill) ISE membranes

The Cu(Il) ISE membrane was prepared according to the
procedure described elsewhere by Heijne et al. [32]. This pro-
cedure involves the slow addition of a solution consisting of
0.02mole of Cu(NO3); and 0.04 mole AgNO3 (50mL) drop
wise to 1 M NayS (72mL) to produce jalpaite (CupsAgis5S)
powder. The above-mentioned solutions were cooled to 2°C
before addition, and the resultant precipitate and supernatant
were gradually heated to 70-75 °C for 40 min and maintained at
that temperature for an additional 30 min. The precipitate was
washed four times with deionized water (200 mL) at 70 °C fol-
lowed by one time in 0.1 M nitric acid (100 mL) at 70 °C. The
precipitate was rinsed with Milli-Q water at room temperature
to remove any acid from the precipitate, and the filtered powder
was rinsed with acetone prior to drying at 80 °C. A pressed disk
was prepared from the jalpaite powder by applying a pressure
of 7600 kg cm 2, and it was fashioned into a small disk that is
suitable for use in the bielectrode ISE array using emery paper.

The chalcogenide glass membrane Fe(IIl) ISE with a com-
position Fej 5(SegoGe2s3Sbi2)97.5 [33] was prepared by mixing
appropriate amounts of the pure metallic powders [viz., iron
(96% purity, Ajax Chemical Co.), selenium (99.5% purity,
Aldrich), germanium (99.99% purity, Aldrich) and antimony
(99.999% purity, Aldrich)] in a Vycor ampoule (6-cm long, 13-
cm diameter, 1-mm thickness). A total weight of 3 g was used,
and the evacuated ampoule was sealed prior to heating. The
ampoule was heated for 24 h at 1030 °C followed by cooling to
room temperature in air [33]. The resultant glass was annealed
at 240°C for 2h to remove any stress in the glass [33]. The
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glass was shaped into a small disk for use in the bielectrode ISE
array.

2.2. Assembly of the bielectrode ISE

The bielectrode ISE was assembled by incorporating both
the jalpaite membrane copper(Il) ISE and chalcogenide glass
membrane ISE into a single electrode body (see Fig. 1). The indi-
vidual membranes were attached to separate copper wires using
silver epoxy contacts, noting that the electrode configuration
could accommodate several additional electrodes [mercury(Il)
and cadmium(II) ISEs] if desired, thereby making this electrode
array a potentially powerful research tool in environmental sci-
ence. The contacts were allowed to dry for 24 h at room temper-
ature prior to sealing both electrodes into a cylindrical Perspex
electrode housing by using epoxy cement taking great care to
ensure that the ISEs were isolated electrically. Note, the epoxy
resin was allowed to cure for 48 h, and the bielectrode tip was
polished on 500 grit silicon carbide paper to expose the mem-
brane surface of the electrode followed by mechanical polishing
sequentially on 1000 grit silicon carbide paper and on Stuers™
1 wm diamond spray in conjunction with Stuers™ red lubricant
and a Stuers™ polishing cloth until a mirror finish was obtained.

2.3. Ethylenediamine—salicylate—EDTA dual buffer for
copper(1l) and iron(Il)

A combined copper—iron buffer was prepared using
107*M FeCl3, 1073 M Cu(NO3);, 107>M sodium salicy-
late, 1.50 x 1072 M ethylenediamine (en), 104 M EDTA and
0.600 M NaNO3 in Milli-Q high-purity water (>18 M2 resis-
tivity). The pH was adjusted between pH 5 and 9.5 to give a
pFe range of 11-21 and pCu range of 5-15 (encompassing the
typical pCu and pFe values of seawater) using analytical grade
reagent sodium hydroxide and/or hydrochloric acid and the solu-
tions were equilibrated at each pH for at least 30 min, with the
free copper(Il) and iron(II) levels at the equilibrium pH values
calculated using the MINTEQA?2 V3.11 software obtained from
the Scientific Software Group (USA).

2.4. CFA analysis with the bielectrode ISE

In CFA with the bielectrode ISE, a flow-cell obtained from
Chem Flow Devices (Melbourne, Australia) was utilized (see
Fig. 2 [30,34]). This flow-cell has a wall jet design that could
take a standard size, flat-ended ISE. The reference electrode,
which was prepared by anodizing silver wire in chloride media,
was builtinto the device. An Autoclude™ Model VIL peristaltic
pump was used to transport two streams of solution into the flow-
cell at a flow-rate of 5ml/min. The calibration buffer solution
and the sample stream passed directly below the ISE, while that
of the reference solution (0.60 M KCI) went through the side of
the device where it came into contact with the Ag/AgCl refer-
ence electrode. The two solution streams merged into one before
leaving the device as waste. All connections in the CFA manifold
were made using Tygon™ tubing (0.0449 in. i.d. and 0.1124 in.
o0.d.) with the fitting of 3-stop silicon tubing (2.54 mm i.d.) to
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Fig. 2. A schematic diagram of the wall jet flow-cell used in this CFA-ISE study.

the peristaltic pump. The CFA manifold [30,34] is presented in
Fig. 3.

A freshly polished and newly calibrated ISE was employed
in all cases. Solutions were stored in polyethylene contain-
ers that had been soaked in 10wt.% nitric acid for 2 days
prior to rinsing with copious amounts of Milli-Q high-purity
water (>18 MQ resistivity). The electrode was equilibrated with
a sacrificial pCu= 15 and pFe~22 prior to the analysis of
each seawater sample, thereby minimizing the electrode carry-
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Fig. 3. A schematic diagram of the CFA manifold used in this study noting
that all connections in the CFA manifold were made using Tygon™ tubing
(0.0449in. i.d. and 0.1124in. o.d.) with the fitting of 3-stop silicon tubing
(2.54 mm i.d.) to the peristaltic pump, and a flow-rate of 5 ml/min was used.
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over of adsorbed Cu®* and Fe**. A seawater sample (several
100 mL) was collected from The Aquaculture Laboratory at the
Muresk Institute of Agriculture at Curtin University, and the
unfiltered and unadulterated sample (at pH 8) was used in the
ISE analysis of free copper(Il) and iron(IIl) in seawater using
CFA.

3. Results and discussion

3.1. Copper(Il) and iron(Ill) speciation in the calibration
buffer

Recent work by De Marco et al. [35] used electrochemical
impedance spectroscopy (EIS)/synchrotron radiation-grazing
incidence X-ray diffraction (SR-GIXRD) to monitor in situ the
surface chemistry of the iron(IIl) ISE in artificial and real sea-
water showing that the surface crystalline phases of this sensor
(i.e., metal selenides) are attacked aggressively by chloride and
hydroxide in organic-free or artificial seawater, but this delete-
rious process is suppressed significantly by the natural organic
ligands in seawater. The EIS/SR-GIXRD datarevealed a destruc-
tion of the surface layer of the ISE in organic-free or artificial
seawater due to a complete removal of all surface crystalline
phases, while raw seawater comprising natural organic ligands
and a seawater ligand mimetic system containing en, salicylate,
EDTA along with millimolar and sub-millimolar amounts of iron
and copper is capable of protecting the iron(IIl) ISE’s surface
against this destructive dissolution process. In later research by
De Marco and Martizano [34], it was demonstrated that this sea-
water ligand mimetic was capable of averting the seawater ligand
interference on the chalcogenide glass membrane iron(IIl) ISE
allowing reliable determinations of free iron(II) in seawater,
and this is the reason for its selection as the calibration buffer in
the present study.

Table 1 lists the equilibria and major species that are impli-
cated in the MINTEQA2 V3.11 calculations of the metal
speciation in the calibration buffer system. The MINTEQA2
V3.11 software uses its database of equilibrium constants, K,
at zero ionic strength, 7, and utilizes a so-called ion association
model to correct to K(/) taking account of the variation in activity
coefficients, y, as a function of 1, viz.

log K(I) =logK + Z vlog y
and

| —0.511Z23J1
gy =——"—"""-—
&y 1+ BJI

where Y vlog y represents the sum of multiples of vlog y for
reactants minus the sum of vlog y for products, v denotes the
reaction stoichiometric coefficients, Z is the charge carried by
each individual ion, and B, C and D are constants for each indi-
vidual ion. Ultimately, the inherent algorithm in MINTEQA2
V3.11 establishes and solves the appropriate mass and charge
balances associated with equilibration of all of the species pre-
sented in Table 1.

+CI+ DI/?

Table 1

MINTEQAZ2 V3.11 equilibria used to solve for pCu and pFe in the calibration

buffer used in this study

Species Solution reaction

[Cu(en)]?* Cu?* +en < [Cu(en)]*

[Cu(en),]** Cu?* +2en < [Cu(en)]**
[Fe(salicylate)]* Fe* + salicylate®™ < [Fe(salicylate)]*
[Fe(salicylate), ]~ Fe* + 2salicylate?~ < [Fe(salicylate),]™
[Fe(EDTA)]~ Fe** + EDTA*~ & [FeEDTA]™
Fe(HEDTA) Fe** + HEDTA?~ < Fe(HEDTA)
[Fe(OH)EDTA]?~ Fe** + H,0 + EDTA*~ & [Fe(OH)EDTA]*~ + H*
[Fe(OH),EDTA]*~ Fe* + 2H,0 + EDTA*~ & [Fe(OH),EDTA]?~ +2H*
[Fe(OH)?* Fe** + H,0 < [Fe(OH)|?* + H*
[Fe(OH),T* Fe?* +2H,0 < [Fe(OH),]* + 2H*
Fe(OH)3 Fe?* +3H,0 & Fe(OH)3 + 3H*
[Fe(OH)4]~ Fe** +4H,0 < [Fe(OH)4]~ +4H*
[Fe,(OH), 1+ 2Fe** +2H,0 < [Fey(OH), * +2H*
Hen* Hen' & en+H*

Hpen?* Hyen* < en+2H*

Hsalicylate™ Hsalicylate~ < salicylate?™ + H*
Hjsalicylate Hjsalicylate < salicylate”™ +2H*
HEDTA3~ HEDTA?~ < EDTA* +H*

H,EDTAZ~ H,EDTA?™ < EDTA*~ +2H*

H3;EDTA ™~ H3;EDTA~ < EDTA*~ +3H*

H4EDTA H,EDTA < EDTA*~ +4H*

The free copper(Il) and iron(Ill) levels at the equilibrium

pH values in the calibration buffer were calculated using the
MINTEQA?2 V3.11 software obtained from the Scientific Soft-
ware Group (USA). In this medium, it is evident that an
adjustment of the pH leads to deprotonation/protonation of the
copper(I) and iron(IIT) binding ligands (i.e., ethylenediamine,
salicylic acid and EDTA) in the buffer solution influencing the
speciation of copper(Il) and iron(Ill) in the buffer, and this
behaviour is exemplified by the MINTEQA2 V3.11 speciation
data for the calibration buffer that are presented in Fig. 4.

An examination of Fig. 4 shows that the pCu and pFe val-
ues in the buffer in the pH range of 5-9 are pFe=10-21 and
pCu=5-15, respectively. Given that free and total levels of
copper(Il) and iron(IIl) in seawater generally fall within the

30
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—e— pFe

190 — pCL.I
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Fig. 4. The MINTEQAZ2 V3.11 derived speciation data in the calibration buffer
as depicted by the pCu and pFe vs. pH curves.
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Fig. 5. CFA response curves for the bielectrode ISE array in the combination
buffer to stepwise changes in pCu and pFe: (a) pCu=15.8 and pFe=20.4; (b)
pCu=14.7 and pFe=19.2; (c) pCu=11.9 and pFe=16.4; (d) pCu=8.3 and
pFe=13.5; (¢) pCu=4.8 and pFe=11.2.

ranges, pCuotal = 8—10 and pCufee = 11-13 [7-11,23] as well
as pFera1 =9.0-10.7 and pFefee =19.5-21.2 [25-27,36,37], a
pH range of 5-9 is ideally suited to provide a calibration range
applicable to the analysis of free copper(Il) and iron(IIl) in raw
seawater, as well as total copper(Il) and iron(IIl) in acidified
seawater that breaks down all of the copper(Il) and iron(II)
complexes in seawater yielding the level of total dissolved metal
[12,20].

3.2. CFA response of the bielectrode ISE in the calibration
buffer

Fig. 5 presents the CFA response curves for the bielectrode
ISE array over the pCu range of 5-15 and pFe range of 10-21,
and it is clearly evident that the monotonic response of the
copper(Il) ISE in the bielectrode array reaches a steady-state
value within seconds of a stepwise change in the activity of
Cu?* in the different buffers, while the iron(IIl) ISE response is
slightly slower needing about 10-100 s to achieve a steady-state
potential. Notwithstanding, a 10—100 s response time, especially
considering that the bielectrode ISE is simultaneously detect-
ing both copper(Il) and iron(Ill) in the sample, is excellent
and permits an entire calibration of the bielectrode ISE within
minutes.

Fig. 6(a) and (b) presents the CFA potentiometric response
curves for the copper(II) and iron(III) ISEs of the bielectrode in
the combined calibration buffer. It is evident that both ISEs in the
bielectrode yielded the theoretical Nernstian response obtain-
able with these sensors, i.e., about 29 mV per decade change in
the activity of M"*. Obviously, the combined calibration buffer is
not inducing any electrode errors on the copper(Il) and iron(III)
ISEs, and there is no evidence of any cross-interference or cross-
contamination between the copper(Il) and iron(IIl) ISEs in the
bielectrode array.

3.3. CFA analysis of seawater

It is important to note that quadruplicate CFA measure-
ments of free Cu(Il) and Fe(IIl) concentrations in seawater
using the bielectrode ISE and the combined buffer yielded val-

ues of pCu=12.16 £0.21 and pFe =20.2 £ 0.32, noting that the
copper(Il) and iron(II) ISE techniques have been validated pre-
viously [12,20,23,30,38] and that the present values compare
favourably with recent data obtained by Millero et al. [27] as
well as Eriksen et al. [20,23] for free copper(Il) and iron(IIl) in
seawater, respectively. It is worth noting that the CFA response
curves of the copper(Il) ISE in seawater (not shown) required
about 10 min to achieve a steady-state value, and this is consis-
tent with previous reports by Eriksen et al. [20]. Nevertheless,
Eriksen et al. [20] demonstrated that it is possible to employ an
electrode kinetic model describing the response characteristics
of the ISE to extrapolate reliably the steady-state potential of the
copper(Il) ISE using the first couple of minutes of the potential
time transient following a switch to seawater, and De Marco et
al. [30] showed that this extrapolation method is also applica-
ble to the iron(IIl) ISE. Clearly, simultaneous measurements of
analyte concentrations using the bielectrode ISE array in con-
junction with an extrapolation method to predict the steady-state
potentials of the individual ISEs following a switch into a sea-
water sample will provide a powerful method for the rapid and
reliable analysis of copper(Il) and iron(IIl) in seawater.
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Fig. 6. CFA Nernstian response curves obtained using the bielectrode ISE array:
(a) copper(Il) ISE and (b) iron(III) ISE.
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4. Conclusions

The results of this study demonstrate that a copper(Il) and
iron(III) bielectrode ISE array and a combined copper(Il) and
iron(III) calibration buffer can be used in the rapid and reliable
calibration of a CFA system within minutes. Accordingly, it
is possible to employ the calibrated bielectrode ISE array in
the CFA electroanalysis of free copper(Il) and iron(IIl) in raw
seawater.

The sluggish response of the copper(Il) ISE in seawater (with
over 10min equilibration times) may be averted by using an
extrapolation method to predict reliably the steady-state poten-
tial using the initial data (first minute or so) in the potential
time transient of a seawater sample, and this provides scope for
sample throughputs of 30—-60 samples per hour.
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Abstract

Phenolic profile of 10 different varieties of red “Vinho Verde” grapes (Azal Tinto, Borragal, Brancelho, Dogal, Espadeiro, Padeiro de Basto,
Pedral, Rabo de ovelha, Verdelho and Vinhdo), from Minho (Portugal) were studied. Nine Flavonols, four phenolic acids, three flavan-3-ols,
one stilben and eight anthocyanins were determined. Malvidin-3-O-glucoside was the most abundant anthocyanin while the main non-coloured
compound was much more heterogeneous: catechin, epicatechin, myricetin-3-O-glucoside, quercetin-3-O-glucoside or syringetin-3-O-glucoside.
Anthocyanin contents ranged from 42 to 97%. Principal component analysis (PCA) was applied to analyse the date and study the relations between
the samples and their phenolic profiles. Anthocyanin profile proved to be a good marker to characterize the varieties even considering different

PRl

origin and harvest. “Vinhao” grapes showed anthocyanins levels until twenty four times higher than the rest of the samples, with 97% of these

compounds.
© 2008 Elsevier B.V. All rights reserved.

Keywords: Anthocyanins; Non-coloured phenolics; Multivariate analysis; “Vinho Verde” red grapes

1. Introduction

Characterization of phenolic compounds in red grapes, con-
sidering both non-coloured compounds (flavan-3-ols, flavonols,
phenolic acids and stilbens) and anthocyanins, have attracted
much interest for different reasons: these substances have
demonstrated to have potential beneficial effects for health
[1,2], they contribute strongly to the organoleptic characteris-
tics of grapes and therefore of the wine obtained from them
[3], and they have showed to be good chemical markers to
characterize different varieties of grapes, specially anthocyanins
[4,5].

Abbreviations: PCA, principal component analysis; SLDA, stepwise lin-
ear discriminant analysis; SPE, solid-phase extraction; MeOH, methanol; HCI,
hydrochloric acid; NaOH, sodium hydroxide; C18, octadecylsilane; HPLC,
high-performance liquid chromatography; DAD, diode array detector; SL,
solid-liquid; ODS, octadecylsilane; UV—vis, ultraviolet—visible.

* Corresponding author. Tel.: +351 222 078 934; fax: +351 222 003 977.

E-mail address: rseabra@ff.up.pt (R.M. Seabra).

0039-9140/$ — see front matter © 2008 Elsevier B.V. All rights reserved.
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Additionally, the simultaneous characterization of the both
types of compounds in grapes is important due to their joint
effect in the colour of wine: during the aging process of wines
new and more stable pigments are formed [6] from the reac-
tion between anthocyanins and flavanols [7-11]. Besides, the
levels of several specific non-coloured components (including
flavonols, phenolic acids and flavan-3-ols) influence the copig-
mentation that can account for between 30 and 50% of the colour
in young wines [12].

Although several works have been focused on the deter-
mination, in red grapes, of either anthocyanins [4,5,13—15] or
non-coloured compounds [16-19], their simultaneously deter-
mination is not so common. Determination of non-coloured
compounds presents the difficulty of the possible interfer-
ences caused by anthocyanins, since these also absorb at the
same wavelengths, whereas anthocyanins can be more easily
determined at a more specific wavelength, around 500 nm,
without interferences. In other hand, the anthocyanin profile
has demonstrated to be a good chemical marker for classifying
red grapes cultivars [4,5] since anthocyanin profile seems to be
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characteristic of the cultivar and independent of the production
area. Non-genetic factors, such as environmental conditions or
viticultural practices have a greater effect on the concentration
of anthocyanins rather than on their qualitative/qualitative
profile [5]. Different studies have shown that anthocyanin
profiles were rather stable during ripening [4,5,15] and different
vintages [4,5], allowing the proper classification of grapes using
multivariate analysis of different cultivars, including grapes
of different year and maturation grade [5]. The non-coloured
phenolics profile has been less used to characterize red grapes,
although some authors have used it like Mattivi et al. [17] and
Castillo-Munoz [19].

The determination of some non-coloured phenolics and total
anthocyanins was reported by Pastrana-Bonilla et al. [20] and
Oszmianzski et al. [21]. In a few studies the individual identifica-
tion of the both types of compounds was carried out employing
two different options: either the direct chromatographic anal-
ysis of the extract without any other pre-treatment [22,23] or
the analysis of two fractions, one for anthocyanins analysis and
another for the analysis of non-coloured phenolics obtained after
the separation and purification of the initial extract [17,24]. The
advantage of the first methodology is its simplicity, although
a lower number of compounds are usually determined. For
example, Cantos et al. [22] directly analysed the extract of
red grapes quantifying 16 compounds including phenolic acids,
flavonols and anthocyanins, but the analytical method did not
allow the individual quantification of the identified flavan-3-
ols. However, the methodology reported by Kammerer et al.
[24], after modifying a method previously reported by Osmi-
anzski et al. [25], allowed the quantification of 39 phenolic
compounds. This methodology used a first solid/liquid extrac-
tion step to extract all the phenolic compounds and two more
steps of separation and cleaning up of the non-coloured pheno-
lics extract with liquid/liquid extraction followed by solid-phase
extraction.

“Vinho Verde” is considered a QWPSR (quality wine pro-
duced in a specified region) and is confined to the north-west
region of Portugal. Characterization of phenolic compounds
of white “Vinho Verde” grapes has been previously reported
[26,27] but as far as we know it has not been determined yet for
the red varieties, although some studies on Vinhdo wine were
published [28,29].

The work herein aimed, at first, the selection of the most suit-
able analytical method to determine phenolic compounds, both
anthocyanins and non-coloured phenolics, from red grapes. The
target compounds were determined using high-performance lig-
uid chromatography (HPLC) coupled to a diode array detector
(DAD). Afterwards, samples of all the red grape varieties of
the “Vinho Verde” recommended by “Comissdo de viticultura
da regido dos Vinhos Verdes” [30] (i.e. Azal Tinto, Borracal,
Brancelho, Espadeiro, Padeiro de Basto, Pedral, Rabo de ovelha
and Vinhao) and two authorized varieties (Docal and Verdelho)
were analyzed to characterize their phenolic profile. Samples
came from three different locations in Minho (Portugal) and
were harvested in two different years. Afterwards, principal
components analysis (PCA) was employed in order to analyse
the obtained data.

2. Experimental
2.1. Standards and reagents

Acetic acid, acetonitrile, methanol (MeOH), ethyl acetate,
formic acid and sodium hydroxide were obtained from Merck
(Darmstadt, Germany), hydrochloric acid from Pronalab (Lis-
boa, Portugal). The water was treated in a Milli-Q water
purification system (Millipore, Bedford, MA). The ultrasonic
bath was from Bandelin (Berlin, Germany).

The phenolic compounds used as references were obtained
from the following sources:

Caffeic acid, ferulic acid, gallic acid, 5-(hydroxymethyl)-
furfural, myricitin-3-O-rhamnoside, p-coumaric acid, quercetin-
3-O-glucoside, resveratrol and syringic acid from Sigma—
Aldrich (Steinheim, Germany); catechin, cyanidin-3-O-
glucoside, delphinidin-3-O-glucoside, (—)-epicatechin, epicate-
chin gallate, isorhamnetin-3-O-glucoside, kaempferol-3-O-
glucoside, kaempferol-3-O-rutinoside, malvidin-3-O-gluco-
side, peonidin-3-O-glucoside, quercetin-3-0-galactoside,
quercetin-3-O-rutinoside and syringetin-3-O-glucoside from
Extrasynthése (Genay, France).

2.2. Grape samples

Twenty-nine samples of different varieties of red “Vinho
Verde” grapes were collected in September of 2005 and 2006,
in three different vineyards, one located in Famalicao and two
located in Ponte de Lima: Quinta de Barreiros and Quinta da
Facha. The varieties under study were: Azal Tinto, Borragal,
Brancelho, Dogal, Espadeiro, Padeiro de Basto, Pedral, Rabo
de ovelha, Verdelho, Vinhao (Table 1). After harvest, the entire
grapes were stored at —20 °C and freeze-dried in a Labconco
4.5 apparatus (Kansas City, MO).

2.3. Extraction and solid-phase extraction (SPE)

The solid-phase extraction (SPE) columns used were
Chromabond C18 non-end-capped (NEC) columns (50 pm par-
ticle size, 60 A porosity; 10g sorbent mass/70 mL reservoir
volume) from Macherey-Nagel (Diiren, Germany).

Two experimental procedures described in the literature were
tested, with small modifications:

2.3.1. Procedure described by Oszmianski et al. [21]

Aliquots of 5 g of pulverized sample were accurately weighed
and extracted with 100 mL of 80% MeOH for 2 h under stirring
after flushing with nitrogen in order to prevent oxidations dur-
ing extraction. The extract was centrifuged (10 min, 4000 rpm)
and the material was re-extracted with 100 mL of 80% MeOH
(15 min). The combined supernatants were evaporated to dry-
ness under reduced pressure at 30 °C. The residue was dissolved
in 50 mL of deionised water and applied to the SPE cartridge
preconditioned with 20 mL of ethyl acetate, 20 mL of methanol
and 20mL of 0.0IN HCI. The loaded cartridge was washed
with 3mL of HC1 0.01N. Non-coloured phenolics were eluted
with 20mL of ethyl acetate (fraction I). Anthocyanins were
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Table 1

Vintage, variety and origin of the “Vinho Verde” red grape samples studied
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Observation Identification Year Variety Geographical origin®
1 EspFam5 2005 Espadeiro Famalicao
2 PadFam5 2005 Padeiro de Basto Famalicao
3 VinFam5 2005 Vinhao Famalicdo
4 AzBa5 2005 Azal tinto Ponte da Lima (Quinta Barreiros)
5 BorBa5 2005 Borracal Ponte da Lima (Quinta Barreiros)
6 BraBa5 2005 Brancelho Ponte da Lima (Quinta Barreiros)
7 DoBa5 2005 Dogal Ponte da Lima (Quinta Barreiros)
8 EspBa5 2005 Espadeiro Ponte da Lima (Quinta Barreiros)
9 PadBa5 2005 Padeiro de Basto Ponte da Lima (Quinta Barreiros)
10 PedBa5 2005 Pedral Ponte da Lima (Quinta Barreiros)
11 RabBa5 2005 Rabo de ovelha Ponte da Lima (Quinta Barreiros)
12 VerBa5 2005 Verdelho Ponte da Lima (Quinta Barreiros)
13 VinBa5 2005 Vinhao Ponte da Lima (Quinta Barreiros)
14 BorrFa5 2005 Borragal Ponte da Lima (Quinta Facha)
15 VerFa5 2005 Verdelho Ponte da Lima (Quinta Facha)
16 VinFa5 2005 Vinhéo Ponte da Lima (Quinta Facha)
17 EspFam6 2006 Espadeiro Famalicdo
18 PadFam6 2006 Padeiro de Basto Famalicio
19 VinFam6 2006 Vinhao Famalicao
20 AzBa6 2006 Azal tinto Ponte da Lima (Quinta Barreiros)
21 BorBa6 2006 Borracgal Ponte da Lima (Quinta Barreiros)
22 BraBa6 2006 Brancelho Ponte da Lima (Quinta Barreiros)
23 DoBa6 2006 Dogal Ponte da Lima (Quinta Barreiros)
24 EspBa6 2006 Espadeiro Ponte da Lima (Quinta Barreiros)
25 PadBa6 2006 Padeiro de Basto Ponte da Lima (Quinta Barreiros)
26 PedBa6 2006 Pedral Ponte da Lima (Quinta Barreiros)
27 RabBa6 2006 Rabo de ovelha Ponte da Lima (Quinta Barreiros)
28 VerBa6 2006 Verdelho Ponte da Lima (Quinta Barreiros)
29 VinBa6 2006 Vinhao Ponte da Lima (Quinta Barreiros)

2 When grapes come from different locations in the same geographical origin, it is noted in parentheses.

eluted with 40 mL of methanol containing 0.1% HCI (fraction
ID).

The eluates were concentrated under reduced pressure, and
the residues obtained were dissolved in 1 mL of methanol
(fraction I) and in 20 mL of acidified water, pH 3.0 (fraction
II), respectively, membrane-filtered (0.45 wm) and analyzed by
HPLC-DAD.

2.3.2. Procedure described by Kammerer et al. [24]

Aliquots of 5 g of pulverized sample were accurately weighed
and extracted with 100 mL of methanol/0.1% HCI (v/v) for 2h
under stirring after flushing with nitrogen in order to prevent oxi-
dations during extraction. The extract was centrifuged (10 min,
4000 rpm) and the material was re-extracted with 100 mL of
the same solvent (15 min). The combined supernatants were
evaporated to dryness under reduced pressure at 30 °C, and the
residue was dissolved in 20 mL of acidified water (pH 3.0).
Anthocyanins were analyzed by direct injection of this solution
(fraction I). To analyse the non-coloured phenolics the follow-
ing procedure was used: the pH of the aqueous solution was
adjusted to 1.5 and extracted four times with 50 mL of ethyl
acetate each. The combined extracts were evaporated to dry-
ness, dissolved in water and applied to the SPE cartridges after
the pH had been adjusted to 7.0. SPE cartridges were previously
activated with 20 mL of methanol and 20 mL of water. Phenolic
acids were eluted with 10 mL of deionised water and 10 mL of
0.01% HCI (fraction II); anthoxantins and stilbenes were eluted

with 20 mL of ethyl acetate (fraction III). The eluates (fractions
II and IIT) were concentrated under reduced pressure, sequen-
tially in the same Erlenmeyer flask and the residue was dissolved
in 2 mL of methanol, membrane-filtered (0.45 pm) and analyzed
by HPLC-DAD.

2.4. Alkaline hydrolysis of the non-coloured phenolics
extract

Three millilitres of 2N NaOH were added to 300 pL of
dried methanolic extract obtained as previously mentioned. The
solution was kept in the dark for 4 h, acidified with HCI and
passed through a C18 Bond Elut cartridge, preconditioned with
MeOH and 2N HCI. The phenolic compounds were eluted with
MeOH. This solution was taken to dryness under reduced pres-
sure (30 °C), dissolved in MeOH, and 20 pL were analyzed by
HPLC-DAD.

2.5. Acid hydrolysis of the anthocyanin extract obtained

1 mL of HCI 2N was added to 900 pL of anthocyanin extract
obtained by SL-SPE, and boiled with reflux during 30 min. The
obtained solution was passed through a C18 Bond Elut cartridge,
preconditioned with MeOH and 2N HCI. The retained antho-
cyanins were eluted with MeOH. This solution was taken to
dryness under reduced pressure (30 °C), dissolved in acid water
(pH 3), and 20 pLL were analyzed by HPLC-DAD.
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2.6. HPLC-DAD analysis of phenolic compounds

The extracts were analyzed on an analytical HPLC unit
(Gilson), using a Spherisorb ODS2 column (25.0 cm x 0.46 cm;
5 pm particle size Waters, Milford, MA, USA) with a C18 ODS
guard column.

2.6.1. System I (anthocyanins)

The conditions described by Kammerer et al. [24] were
employed. The mobile phase consisted of water/formic
acid/acetonitrile (87:10:3, v/v/v; eluent A) and water/formic
acid/acetonitrile (40:10:50, v/v/v; eluent B) using a gradient pro-
gram as follows: from 10 to 25% B (10 min), from 25 to 31%
B (5 min), from 31 to 40% (5 min), from 40 to 50% B (10 min),
from 50 to 100% B (10 min), from 100 to 10% B (5 min). Total
run time was 50 min. Flow rate of 0.8 mL min~!. The injection
volume was 20 pL.

2.6.2. System II (non-coloured phenolics)

The conditions described by Kammerer et al. [24] for
analysing phenolic acids and anthoxanthins and stilbenes were
modified to analyse all these compounds in the same anal-
ysis. The mobile phase consisted of 2% (v/v) acetic acid
in water (eluent A) and 0.5% (v/v) acetic acid in water
and acetonitrile (50:50, v/v, eluent B) using a gradient pro-
gram as follows: from 10 to 24% B (20 min), from 24 to
30% B (20min), from 30 to 55% B (20 min), from 55 to
70% B (5min), from 70 to 80% B (5min), from 80 to
100% (5 min), 100% B isocratic (5 min), from 100 to 10% B
(2 min). Flow rate of 1.0 mL min~!. The injection volume was
20 L.

Detection was done using a Gilson diode array detector. The
compounds quantified in each sample were identified compar-
ing their retention times and UV—vis spectra in the 200-600 nm
range with individual standards.

Phenolic compounds quantification was achieved using
a calibration plot of external standard at 350nm for
quercetin-3-O-glucoside, quercetin-3-O-rutinoside, myricetin-
3-O-rhamnoside, isorhamnetin-3-0O-glucoside and kaempferol-
3-0O-glucoside; at 320 nm for p-coumaric acid, caffeic acid and
resveratrol; at 280 for catechin, (—) epicatechin, epicatechin
gallate, gallic acid and syringic acid; at 500 nm for cyanidin-3-O-
glucoside, delphinidin-3-0-glucoside, peonidin-3-0-glucoside
and malvidin-3-O-glucoside. The correlation coefficient for the
standard curves invariably exceeded 0.99 for all studied com-
pounds.

Caftaric and coutaric acids were quantified as caffeic
and p-coumaric acids, respectively. Quercetin-3-O-glucuronide,
quercetin-3-0O-galactoside and quercetin-3-O-rutinoside were
quantified together as quercetin-3-O-rutinoside. Myricetin-
3-0-glucoside, laricitrin-3-O-glucoside and syringetin-3-O-
glucoside were quantified as myricetin-3-O-rhamnoside.
Polydatin was quantified as resveratrol. Petunidin-3-O-
glucoside, petunidin 3-O-p-coumaroylglucoside and malvidin
3-0O-p-coumaroylglucoside were quantified as malvidin-3-O-
glucoside. Peonidin-O-p-coumaroylglucoside was quantified as
peonidin-3-0O-glucoside.

The repeatability and reproducibility of the chromatographic
method was evaluated by measuring the peak chromatographic
area of each compound six times on the same standard solution
in the same day and in different days, respectively. The chro-
matographic methods are precise: the repeatability study showed
relative standard deviation (R.S.D.) between 2.8 and 4.7% for
anthocyanins, and between 0.73 and 5.6% for non-coloured phe-
nolics. The reproducibility study showed that R.S.D. ranged
from 7.7 and 9.7% for anthocyanins and from 1.0 and 7.1 for
non-coloured phenolics.

2.7. Statistical analysis

ANOVA and principal component analysis (PCA) were per-
formed by SPSS Program (version 14.0). Levene’s test for
homogeneity of variance was used to assess the validity of
the ANOVA analysis. When variance homogeneity was not
acceptable, the Welch test, a one-way robust test of equality of
means, was employed instead of ANOVA. PCA was performed
separately for each studied chemical parameter and expressed
as percentage (weight), for both non-coloured phenolics and
anthocyanin profiles and also for the global data. Expression
in percentages was used because it is expected to diminish the
variability due to the environment [5].

3. Results and discussion
3.1. Identification of compounds

Red “Vinho Verde” grapes showed a phenolic profile com-
posed by 25 identified phenolics.

3.1.1. Non-coloured phenolics

17 non-coloured phenolics were identified and quantified
in most part of the samples. The identified phenolic acids
were: gallic acid, caftaric acid, coutaric acid and syringic acid;
the flavan-3-ols were: catechin, epicatechin and epicatechin
gallate; and the flavonols were: myricetin-3-O-glucoside,
quercetin-3-O-galactoside, quercetin-3-O-glucuronide and
quercetin-3-O-rutinoside, quercetin-3-O-glucoside, laricitrin-
3-O-glucoside,  kaempferol-3-O-glucoside,  isorhmanetin-
3-O-glucoside and syringetin-3-O-glucoside together with
polydatin (resveratrol-3-O-glucoside). Other compounds as
kaempferol-3-O-rutinoside and p-coumaric acid were found
in some samples at trace levels. A non-phenolic compound,
5-(hydroximethyl)furfural, already reported by Kammerer et
al. [24], was also identified. The HPLC-DAD chromatograms
obtained for a sample at 280, 320 and 350 nm are shown in Fig. 1.

In a general way, the compounds were identified by compar-
ing their retention times and UV-vis spectra in the 200—400 nm
range with individual standards. When standards were not
available, the phenolics identification was carried out as fol-
lows:

Phenolic acids: caftaric and coutaric acids were identified
considering their retention time and UV spectrum [24]. Alkaline
hydrolysis of a methanolic extract of red “Vinho Verde” grapes
showed the absence of the chromatographic peaks correspond-
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Fig. 1. Non-coloured phenolics profile of Verdelho (280 nm) and Padeiro de
Basto, (320, 350 nm) red “Vinho Verde” grape samples from Quinta Barreiros,
harvested in 2006. Identification of the peaks according to Table 1.

ing to coutaric and caftaric and the presence of p-coumaric and
caffeic acids, which confirmed the identity of these compounds.

Stilben: polydatin was identified considering its retention
time [24] and UV spectrum [31].

Flavonols: myricetin-3-O-glucoside and laricitrin-3-O-
glucoside were identified after a HPLC-DAD analysis of a
methanolic extract of red “Vinho Verde” grapes, under the con-
ditions previously used in our laboratory [16], and described by
Castillo-Mufioz et al. [19], respectively, both considering their
retention time and UV—-vis spectrum.

While derivatives of quercetin, kaempferol and isorham-
netin had been detected in many V. vinifera both red and white
grapes cultivars, the determination of derivatives of laricitrin and
syringetin is not so common. Laricitrin-3-O-glucoside [32] and
syringetin-3-glucoside [33] have been reported as minor com-
pounds in grapes. In the study carried out by Mattivi et al. [17]

0.20
500 nm

20

0 20 40
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Fig. 2. Anthocyanin profile (500 nm) from Vinhao red “Vinho Verde” grapes
samples from Quinta Barreiros, harvested in 2006. Identification of the peaks
according to Table 1.

both glucosides were determined co-eluting with their respec-
tive galactosides suggesting that this last form was the main
derivative. But in a later study [19] both derivatives, glucoside
and galactoside, were separated under the chromatographic con-
ditions used and the glucoside assigned as the main compound,
therefore we can suppose that the grape samples under analysis
contain laricitrin-3-O-glucoside and syringetin 3-glucoside. It
is noted that these last two flavonols together with myricetin-
3-0O-glucoside [16,18,20,32,34,35] have been only found in red
varieties of grapes.

3.1.2. Anthocyanins

Eight anthocyanins were identified and quantified in most
part of the samples: delphinidin-3-O-glucoside, cyanidin-3-O-
glucoside, petunidin-3-O-glucoside, peonidin-3-O-glucoside,
malvidin-3-O-glucoside, petunidin-3-O-p-coumaroylglucoside,
peonidin-3-O-p-coumaroylglucoside and malvidin-3-O-p-
coumaroylglucoside. The HPLC-DAD chromatogram obtained
for an analysed sample at 500 nm is shown in Fig. 2.

Delphinidin-3-O-glucoside, cyanidin-3-0O-glucoside,
peonidin-3-0-glucoside and malvidin-3-O-glucoside were iden-
tified by comparing their retention times and UV—vis spectra in
the 200—600 nm range with individual standards. Petunidin-3-O-
glucoside, petunidin-3-O-p-coumaroylglucoside, peonidin-3-
O-p-coumaroylglucoside and malvidin-3-0-p-coumaroyl-
glucoside were identified considering their retention time [24]
and UV-vis spectrum. Spectra of p-coumaroyl derivatives
showed the characteristic shoulder of cinnamoyl derivatives
around 313-315nm [14,36]. Additionally, acid hydrolysis of an
acidic extract of red “Vinho Verde” grapes showed the absence
of the chromatographic peaks corresponding to those glucoside
derivatives and the presence of delphinidin, cyanidin, peonidin,
petunidin and malvidin, which confirmed the identity of these
compounds.

3.2. Comparison of the two extractive methodologies

Two experimental procedures described in the literature by
Kammerer et al. [24] and Oszmianski et al. [21] were tested to
extract the phenolic compounds from red “Vinho Verde” grapes.
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Both methodologies consisted of a first step of solid-liquid
extraction and a SPE step to purify the extract and separate the
non-coloured phenolics from the anthocyanins that can cause
interferences in their determination. The method described by
Kammerer et al. [24] has also an additional step of liquid—liquid
extraction previously to the SPE, to improve the purity of the
extract of non-coloured phenolics due to the presence of antho-
cyanins in this extract can cause errors in their determination.

Considering that the objective of this work is the characteri-
zation of the phenolic profile of Vinho Verde grapes, the method
described by Kammerer et al. [24] was selected in order to quan-
tify the highest possible number of compounds individually. It
was compared with the pre-treatment described by Oszmianski
et al. [21] that could simplify the experimental procedure. Other
procedures consulted in the references employ simpler method-
ologies but they quantify total amount of compounds [20] or the
aglycons after hydrolysis of the glycoside derivatives [17,20].
Some of them even do not use any pre-treatment of the sam-
ple previously to the chromatographic analysis [22,23] but the
number of compounds determined is quite lower.

Both methodologies were applied to a Verdelho grapes sam-
ple from Quinta da Facha (2005). Table 2 shows the obtained
results, as a mean of three replicates. To guarantee the com-
pleteness of the extraction of phenolic compounds, after the
performance of the all extractive method, the extracted matrix

Table 2

was subjected to another full extraction procedure and metabo-
lites were all below the quantification limit.

First, mean recoveries obtained for each compound using
both methods were compared using ANOVA or Welch test if
the variance homogeneity was not acceptable. Only 12 com-
pounds (Table 2) showed significant differences (p <0.05): the
most polar compounds, which are first eluted in the C18 chro-
matography column, such as phenolic acids, catechin, and the
glucoside anthocyanins, were recovered in higher levels using
the method described by Oszmianski et al. [21] that employ
an aqueous solvent (methanol:water 80:20). However, the high-
est recovery of flavonols, less polar compounds which are later
eluted, was achieved with the method reported by Kammerer et
al. [24] using an organic solvent (acidic methanol).

The results obtained for the rest of the compounds did not
show significant differences, probably due to the high variabil-
ity showed for the results obtained using the method described
by Oszmianski et al. [21], with R.S.D. ranged from 3.0 to 24%
whereas that the method described by Kammerer et al. [24]
showed better reproducibility, with R.S.D. between 1.3 and 13%.

Regarding to the non-coloured extract, the additional lig-
uid/liquid extraction included in the method reported by
Kammerer et al. [24] let to obtain extracts of higher purity.

Considering these results, the method reported by Kammerer
et al. [24] showed to be a good compromise solution to extract

Comparison between the methods described by Kammerer et al. [24] and Oszmianzski et al. [21] for the extraction of phenolic compounds from a sample of Verdelho

red “Vinho Verde” grapes from Quinta Barreiros, harvested in 2005 (n=3)

Compound Retention time Method described by Method described by
(min) Oszmianzski et al. [21] Kammerer et al. [24]
Mean R.S.D. Mean R.S.D.
1 Gallic acid 4.7 21 15 4.6 6.6
2 Caftaric acid 8.9 40™ 7.5 3.2 6.9
3 Coutaric acid 12.8 19 6.1 1.3% 2.1
4 Catechin 14.2 844™ 24 303" 13
5 Syringic acid 19.6 nd nq
6 Epicatechin 21.9 313 23 145 1.3
7 Epicatechin gallate 35.6 44 24 64 12
8 Myricetin 3-O-glucoside 37.8 36 6.6 56 8.7
9 Polydatin 40.2 45" 4.1 9.0™ 6.1
10 Quercetin 3-O-galactoside/quercetin 47.2 11 3.0 17 11
3-0-glucuronide/quercetin
3-O-rutinoside
11 Quercetin 3-O-glucoside 482 30™ 16 58" 7.7
12 Laricitrin 3-O-glucoside 49.7 12" 12 22 33
13 Kaempferol 3-O-glucoside 539 5.4 20 1 11
14 Isorhamnetin 3-O-glucoside 55.0 2.4 6.5 3™ 6.9
15 Syringetin 3-O-glucoside 55.7 23" 13 31 6.3
16 Delphinidin 3-O-glucoside 11.5 524" 12 347" 13
17 Cyanidin 3-O-glucoside 13.6 43 7.1 28 3.6
18 Petunidin 3-O-glucoside 15.4 512" 15 361° 11
19 Peonidin 3-0O-glucoside 17.9 200 8.1 134 33
20 Malvidin 3-O-glucoside 19.4 2087 9.4 1507 10
21 Petunidin 3-O-p-coumaroylglucoside 34.3 47 22 55 4.1
22 Peonidin 3-O-p-coumaroylglucoside 36.9 49 24 61 4.5
23 Malvidin 3-O-p-coumaroylglucoside 37.2 182 23 252 4.4
* 5-(Hydroxymethyl)furfural 6.4
Concentration of compounds in mgkg ™! of lyophilized sample.

** Significant differences were found between the means using ANOVA or Welch test (p <0.05).
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Table 3
Anthocyanin contents (mgkg ™! of lyophilized sample) of red “Vinho Verde” grape samples
Del Cya Pet Peo Mal Pet 3-0- Peo 3-0- Mal 3-0- Total AC
3-0-gluc 3-0-gluc 3-0-gluc 3-0-gluc 3-0-gluc pemgluc pemgluc pemgluc content
1 EspFam5 Mean 32 nd 39 nq 275 36 23 186 592
S 2.7 0.71 27 2.0 1.4 16
2 PadFam5 Mean 138 21 176 112 1520 30 15 154 2165
S 12 0.87 8.0 8.0 96 0.93 2.0 11
3 VinFam5 Mean 1467 162 1195 536 3927 72 55 252 7664
S 39 3.8 35 17 14 6.6 0.30 34
4 AzBa5 Mean 268 48 242 337 767 24 30 60 1777
S 79 0.86 7.5 33 11 0.31 0.75 4.2
5 BorBa5 Mean 101 20 108 130 646 30 21 102 1158
S 5.5 0.54 1.5 4.5 11 0.15 0.47 0.9
6 BraBa5 Mean nq nq nq 76 64 nq nq 21 160
S 2.5 2.0 2.8
7 DoBa5 Mean 157 29 141 136 751 39 31 166 1449
S 2.7 0.93 4.6 2.0 11.1 0.92 1.1 13
8 EspBa5 Mean 46 nq 49 56 414 43 40 245 892
S 1.7 1.1 2.9 16 1.6 1.3 5.5
9 PadBa5 Mean 91 nq 92 114 1172 26 16 142 1654
S 0.05 7.3 1.4 12 0.6 1.1 4.1
10 PedBa5 Mean 74 24 90 123 666 48 41 241 1307
S 0.47 0.49 23 1.1 12 0.94 0.58 43
11 RabBa5 Mean 242 25 209 116 1178 32 15 86 1904
S 9.9 0.74 12 1.5 11 0.20 0.92 5.7
12 VerBa5 Mean 329 21 306 71 1298 48 16 200 2295
S 3.8 0.23 4.1 22 13 1.9 0.22 0.7
13 VinBa5 Mean 3653 409 2054 623 4736 106 29 233 11842
S 155 34 58 32 48 1.2 0.40 1.1
14 BorFa5 Mean 481 55 513 259 1469 42 26 122 2966
S 20 0.50 8.6 7.3 20 0.39 1.5 1.7
15 VerFa5 Mean 318 28 320 145 1486 56 32 260 2645
S 3.1 0.51 6.3 0.8 45 0.71 0.34 16
16 VinFa5 Mean 2320 228 1570 410 2524 65 17 140 7274
S 37 0.25 102 11 54 0.69 0.35 0.80
17 EspFam6 Mean 37 nq 51 63 346 34 35 162 727
S 0.6 0.79 1.2 42 0.47 25 6.2
18 PadFam6 Mean 108 nq 135 88 1575 33 19 218 2176
S 1.1 2.5 4.4 24 0.8 0.40 4.6
19 VinFam6 Mean 1428 212 1146 682 4028 63 47 244 7850
S 34 2.0 42 12 76 22 1.1 49
20 AzBa6 Mean 111 41 129 391 901 28 43 114 1757
S 0.5 0.11 0.78 5.1 8.8 0.67 0.11 0.73
21 BorBa6 Mean 151 31 161 164 809 38 30 139 1521
N 1.5 0.30 1.2 2.0 3.8 0.75 0.52 3.6
22 BraBa6 Mean 32 21 44 148 219 nd 40 53 557
S 0.42 0.63 1.6 4.6 4.0 0.76 0.87
23 DoBa6 Mean 210 26 220 168 1409 44 41 234 2353
S 5.2 0.69 4.6 3.6 24 0.24 0.55 4.6
24 EspBa6 Mean 31 nd 35 nq 246 38 23 172 546
S 0.65 22 5.1 0.44 0.81 1.7
25 PadBa6 Mean 378 48 387 292 2230 40 35 189 3598
S 14 0.26 0.51 33 17 0.56 29 4.3
26 PedBa6 Mean 71 24 102 128 528 49 47 228 1178
S 0.12 1.5 1.5 2.0 6.8 0.57 1.3 4.1
27 RabBa6 Mean 175 24 199 135 1284 42 33 208 2099
S 5.9 1.2 11.5 6.8 71 1.9 22 12.7
28 VerBa6 Mean 76 nq 96 59 916 43 30 322 1543
S 33 3.1 0.86 35 1.3 1.9 20.6
29 VinBa6 Mean 1124 134 983 549 4358 59 45 267 7520
S 30 2.8 44 11 132 1.0 1.9 14.2

Abbreviations—del: delphinidin; cya: cyaninidin; pet: petunidin; peo: peonidin; mal: malvidin; glc: glucoside; pcm: p-coumaroyl; AC: anthocyanin; nd: not detected

(concentration sample < detection limit); nq: not quantified (detection limit < concentration sample < quantification limit).
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the wide range of phenolic compounds determined with high
purity and good reproducibility in red “Vinho Verde” grapes.

3.3. Analysis of red “Vinho Verde” grapes

3.3.1. Anthocyanins

Eight anthocyanins were quantified in red “Vinho Verde”
grapes (Table 3) which total concentration ranged from
160mgkg~! of Brancelho to 11842mgkg~! of Vinhio, both
from Quinta de Barreiros (2005). ANOVA analysis and Tukey
comparison test showed significant differences between the total
concentration of anthocyanins of the variety Vinhdo and the rest
of the varieties (p <0.05).

The most abundant anthocyanin was malvidin-3-O-glucoside
(35-72%) for all the analysed grapes samples except for the vari-
ety Brancelho, in which the major compounds were malvidin-
3-0O-glucoside (39%) or peonidin-3-O-glucoside (47%).

The second most abundant compound was more het-
erogeneous: peonidin-3-O-glucoside (<47%), delphinidin-
3-O-glucoside (<32%), malvidin-3-O-p-coumaroylglucoside
(<32%) or petunidin-3-0O-glucoside (<22%) while the rest of
the compounds were found in amounts lower than 7.1%.

These results agree with those previously described by other
authors: the major anthocyanin group is usually that of the
3-0O-glucoside derivatives (of delphinidin, cyanidin, petuni-
din and peonidin) especially malvidin [5,10,14,17,22,24,32]
or peonidin [14,17,22] because they are the final prod-
ucts of anthocyanin pathway biosynthesis [37]. However,
the second major compound determined in red grapes
by other authors was also more heterogeneous: peonidin-
3-0O-glucoside, malvidin-3-O-glucoside or malvidin-3-O-p-
coumaroylglucoside [5,14,17,22,24,32], and less commonly the
glucoside derivatives of cyanidin, petunidin and delphinidin
[5,14,17,22].

To study the relation between the varieties and their antho-
cyanin profiles, principal component analysis was applied to the
percentage (in weight) of each compound in relation with the
total content of anthocyanins. PCA yields three principal com-
ponents (with eigenvalue higher than 1) explaining 91% of the
total variance in the data although only the two first were retained
(explaining 70.4% of the total variance) considering the scree
plot to simplify the analysis of the results [38].

Fig. 3 shows the corresponding loading plots that establish the
relative importance of each variable. The first PC, which explains
48.3% of the variance, correlates positively with the glucoside
derivatives of delphinidin, cyanidin and petunidin and negatively
with the p-coumaroyl derivatives while peonidin-3-O-glucoside
and malvidin-3-O-glucoside did not have high weight in this
component. The second PC (22.1%) correlates positively with
all the compounds except malvidin-3-O-glucoside that is the
compound with higher weight in this component.

As can be seen in Fig. 4 anthocyanin profile was related to the
variety of the grapes more than harvest and origin. Three groups
could be clearly distinguished: the grapes of the variety Vinhao
appeared in the positive part of the PC1, due to their highest
content in delphinidin-3-0-glucoside (15-32%), cyanidin-3-O-
glucoside (1.8-3.5%) and petunidin-3-O-glucoside (13-22%)
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peo-3-0O-pcmgluc
° cya-3-0O-gluc
0,54 o
mal-3-O-gluc %eo-S-O-quc
° o del-3-O-gluc
13_? pet-3-0-pcmgluc pet-3-0-gluc®
g 0,0
(]
O
o
0,5
mal-3-0-pcmgluc
1,0 €
1.0 05 0,0 05 10

PC1 (48.3%)

Fig. 3. Principal component analysis of anthocyanins in red “Vinho Verde”
grapes: loadings plot.

and low content in the p-coumaroyl derivatives. Padeiro grapes
appeared in the positive part of the PC2 due to their highest
content in malvidin-3-0-glucoside (62—-72%) and low content
in the rest of the anthocyanins. The third group, on the left, con-
tains Espadeiro, Pedral and Brancelho grapes with high contents
in p-coumaroyl derivatives. Espadeiro grapes showed the high-
est contents in these compounds (32-43%) followed by Pedral
(25-27%) and Brancelho (13—17%) that showed the highest per-
centage of peonidin-3-0-glucoside of all the samples (27-47%).
The rest of the varieties (Azal Tinto, Borracal, Docal, Verdelho
and Rabo de Ovelha) showed more similar anthocyanin profiles,
with higher contents in peonidin-3-O-glucoside for Azal Tinto
(19-22%) and Borracal (9.4-11%).

3.3.2. Non-coloured phenolics
17 compounds were quantified in most part of the analysed
red “Vinho Verde” grapes (Table 4): four phenolic acids, three

PC2 (22.1%)

2,0 1,0 0,0 10 20 30
PC1 (48.3%)

Fig. 4. Principal component analysis of anthocyanins in red “Vinho
Verde”grapes: scores plot.



Table 4
Non-coloured phenolics composition of red “Vinho Verde” grape samples (mgkg~! of lyophilized sample)
Gal Caft  Cout  Syr Cat Epicat  Epicatgal Myrgluc  Polyd q3-0O- q 3-0-gluc Lar 3- Kaemp Isorhm Syr 3- Total
gal/glucur/rut O-gluc 3-0-gluc 3-0-gluc O-gluc
1 EspFam5 Mean 7.5 9.1 2.5 nd 152 117 85 13 nq 46 27 9.2 1.7 44 25 541
S 068 011 0.14 9.1 1.1 1.3 0.61 1.1 0.71 0.21 0.02 1.2 1.1
2 PadFam5 Mean 4.7 3.8 1.0 31 16 12 11 52 6 28 67 32 19 37 48.9 370
S 031 005 0.05 0.19 025 0.65 0.93 0.30 0.11 0.47 1.0 0.38 0.47 0.52 3.09
3 VinFam5  Mean 3.3 4.1 2.4 13 11 12 9.3 59 11 7.8 12 23 1.6 13 43 227
S 034 006 0.17 033 031 1.30 0.37 1.6 0.23 0.76 0.33 0.46 0.06 1.4 0.7
4 AzBa5 Mean 34 11 55 25 94 124 49 21 31 46 27 15 29 26 21 480
S 023 035 0.12 022 55 73 1.0 1.9 1.3 0.90 1.4 0.05 0.14 1.3 2.7
5 BorBa5 Mean 24 4.5 1.1 9.0 445 336 139 22 28 46 32 16 32 22 22 1128
S 0.10 020 0.03 036 21 18 5.3 0.58 1.4 1.7 0.71 0.17 0.28 1.1 1.3
6 BraBa5 Mean nq 10 4.1 4.0 7.0 24 nd 14 13 32 32 28 6.5 14 32 221
S 0.09 042 0.04 005 045 0.85 0.73 25 0.23 2.60 0.20 0.38 2.80
7 DoBa5 Mean 45 4.4 nd 6.3 478 265 61 18 6.4 33 22 8.9 nd 18 10 934
S 0.19 0.12 0.20 21 3 0.07 0.51 0.63 0.36 0.49 0.12 0.40
8 EspBa5 Mean 5.1 44 8.9 nd 203 155 136 33 nd 163 93 45 23 48 38 996
S 033 030 052 33 6.7 9.8 1.5 7.8 4.1 3.0 0.73 33 3.8
9 PadBa5 Mean 3.1 7.2 3.1 18 107 113 56 7.8 18 72 80 29 33 19 20 557
S 003 009 022 2.6 23 0.8 2.1 0.24 0.33 1.5 1.4 1.8 0.16 1.5 0.60
10 PedBa5 Mean 2.2 17 33 nd 70 117 45 11 38 22 13 6.2 33 4.7 15 368
S 0.12 005 035 069 7.7 3.7 0.44 1.0 1.3 0.08 0.48 0.07 0.18 0.23
11 RabBa5 Mean  nd 20 6.3 5.6 176 85 84 76 2.6 92 78 40 15 33 38 751
S 0.19  0.09 0.71 18 10 3.8 4.4 0.28 2.0 1.3 0.26 1.2 1.5 4.5
12 VerBa5 Mean 5.6 22 0.80 34 32 42 17 47 4 5.8 11.3 14 79 3.7 19 216
S 0.08 004 0.04 023 20 2.0 0.90 4.5 0.04 0.16 0.50 0.26 0.20 0.44 2.6
13 VinBa5 Mean 2.7 11 5.3 8.9 90 35 35 163 9.1 10 13 21 1.6 7.6 26 440
S 0.14 021 0.13 051 44 35 22 14 0.17 0.17 0.17 1.1 0.13 0.52 1.1
14 BorFa5 Mean 4.6 13 35 13 700 333 142 32 24 12 40 11 4.4 22 24 1378
S 025 011 0.06 0.1 41 21 3.0 1.1 0.79 0.60 1.1 0.39 0.43 1.2 1.7
15 VerFa5 Mean 4.6 32 1.3 nd 303 145 64 56 9.0 16.9 58 22 11 13 31 738
S 030 02 0.03 40 1.9 8.0 49 0.5 1.8 4.4 0.72 1.3 0.91 1.9
16 VinFa5 Mean 15 11 5.0 25 72 59 41 208 13 14 37 40 5.3 16 63 626
S 1.6 041 022 076 3.5 1.5 2.0 5.1 0.32 0.39 0.75 1.4 0.55 0.10 3.0
17 EspFam6  Mean 2.7 19 3 3.7 45 48 32 38 4.6 10 58 19 11 34 26 355
S 0.19 0.12 0.10 047 59 2.7 2.4 1.6 0.21 1.2 1.4 2.4 0.18 0.38 0.17
18 PadFam6  Mean nq 7.4 47 3.7 22 39 9.8 20 7.1 11 38 22 9.0 19 38 214
S 025 041 027 19 0.60 0.14 1.5 0.16 0.07 0.66 1.3 0.38 0.19 0.83
19 VinFam6  Mean 2.5 2.7 1.6 22 nd nd nd 67 9.5 18 27 32 34 25 59 270
S 0.10 0.02 0.05 0.83 0.92 0.61 0.50 1.1 1.2 0.12 0.57 1.7
20 AzBab Mean nq 4.1 0.73 7.3 150 77 75 19 33 12 45 20 6.2 27 24 501
S 024  0.02 1.8 11 6.7 3.1 0.42 0.75 0.56 0.86 0.75 0.04 0.30 0.97
21 BorBa6 Mean 3.9 33 nq 5.5 113 80 49 21 12 72 19 13 6.7 21 18 372
S 028  0.05 0.1 1.4 0.29 32 0.66 0.03 0.65 0.49 0.09 0.48 1.6 1.0
22 BraBa6 Mean 2.2 2.6 0.73 22 21 26 29 8.4 2.8 8.3 30 8.0 5.1 24 15 184
S 0.18 0.13  0.04 0.16 0.67 0.74 1.1 1.0 0.05 0.16 0.22 0.06 0.33 0.26 1.6
23 DoBa6 Mean 2.1 39 0.75 7.3 293 134 70 41 3.7 10 25 20 34 15 27 656
S 0.10 0.04 0.02 0.61 3.6 15 2 1.1 0.28 0.13 0.53 0.50 0.30 0.89 2.6
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flavan-3-ols, 9 flavonols and polydatin. Their total concentration
ranged from 184 mg kg ~! of Brancelho (Quinta Barreiros, 2006)
to 1378 mg kg~! of Borragal (Quinta da Facha, 2005), both from
Ponte de Lima.

The major non-coloured phenolic determined in the samples
showed higher variability than anthocyanins in relation with the
variety, origin and harvest; although for some varieties it was
independent of the harvest such as Borragal, Brancelho, Dogal
and Rabo de Ovelha. The major compounds were: catechin
(<51%), myricetin-3-O-glucoside (<37%), epicatechin (<32%),
syringetin-3-0O-glucoside (<23%) or quercetin-3-O-glucoside
(<22%). The rest of the compounds were found in lower levels
of 17%. If the different classes of compounds are considered,
flavonols (11-88%) or flavan-3-ols (0—87%) were the most
represented groups while phenolic acids were the minor ones
(1.2-11%).

The major compounds described in the references were
also different according to the variety of grape studied
and even the part of the grape (pomace, skin, complete
grape) analysed: epicatechin [20], quercetin-3-O-glucuronide
[19,22], quercetin-3-O-glucoside [19,32], the mixture quercetin-
3-0-glucoside/quercetin-3-O-rutinoside [22] or myricetin-3-O-
glucoside [19]. Flavan-3-ols or flavonols were also the most
abundant group depending on the type of grape studied [22].

PCA for non-coloured compounds yields four principal com-
ponents with eigenvalues greater than 1 accounting for 78.2% of
the total variance in the data (Table 4). Considering the scree plot
only two components were retained, that account for 58.3% of
the total variance. The first PC (41.5% of the variance) was corre-
lated positively with all the compounds except the flavan-3-ols,
being flavan-3-ols and the flavonols syringetin-3-O-glucoside
and laricitrin-3-O-glucoside the compounds of highest weight.
PC2 (16.8%) was correlated positively with the flavan-3-ols epi-
catechin and epicatechin gallate, caftaric and coutaric acids,
polydatin and the flavonols derivatives of quercetin, kaempferol
and isorhamnetin and negatively with the rest (Fig. 5).

Samples appeared grouped due to their different phenolic pro-
file (Fig. 6): on the left of the PC1 appeared the samples with the
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Fig. 5. Principal component analysis of non-coloured phenolics in red “Vinho
Verde”grapes: loadings plot.

3-0-glucoside; isorhm 3-O-gluc: isorhamnetin 3-O-glucoside; syr 3-O-gluc: syringetin-3-O-glucoside; nd: not detected (concentration sample < detection limit); nq: not quantified (detection limit < concentration

sample < quantification limit).
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Verde”grapes: scores plot.

highest percentages of flavan-3-ols, Docal (76-86%), Verdelho
(69-87%), Borracal (65-85%) and Azal Tinto (56-60%), and
on the right the samples with lower percentages of flavan-3-
ols: Padeiro de Basto with the highest percentages of flavonols
(73-88%), especially of quercetin; Vinhao with the highest val-
ues of myricetin-3-O-glucoside (7.3-37%) and Espadeiro, Rabo
de Ovelha, and Brancelho. In general, samples harvested in
2006 showed higher percentages of flavonols that those har-
vested in 2005. It is noted that samples that show the highest
values of myricetin-3-O-glucoside are also rich in laricitrin-3-O-
glucoside and syringetin-3-O-glucoside what can be explained
because the last two compounds are obtained from the first one
(laricitrin and syringetin are, respectively, the 3’-methoxy and
3’4 -dimethoxy derivatives of myricetin) [17].

Although anthocyanin profile has shown to be more useful to
characterize the varieties of the red “Vinho Verde” grapes, some
relationships between the different varieties and their compo-
sition could be observed for both non-coloured phenolics and
anthocyanin profiles that are interesting because the character-
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istics of the wine depend strongly on the composition of the
grapes.

3.3.3. Global analysis

Fig. 7 shows the concentration of total phenolics and the per-
centage of non-coloured compounds and anthocyanins found
for each grapes sample. Total concentration of phenolics ranged
from 381 mgkg ™! of the sample Brancelho to 12282 mgkg~!
of the sample Vinhdo, both from Quinta do Barreiro (2005).
The percentage of anthocyanins was between 42% of Brancelho
and 97% of Vinhao. Usually the samples with lower contents in
total phenolics showed also lower percentages of anthocyanins
and the samples with higher content in total phenolics were also
richer in anthocyanins. So, the highest contents in phenolic com-
pounds and percentages of anthocyanins were shown by Vinhao
samples whereas that the lowest ones were shown by Brancelho,
Espadeiro, Borracal and Pedral varieties.

PCA was applied to the global data set, both anthocyanin
and non-coloured compound, expressed as percentage in weight
regarding the sum of total phenolics. Although the analysis
yields five PCs (84.5%) only two PCs (58.9%) were retained
into the model after checking the scree plot: PC1 39.7% and PC2
19.2%. PC1 was correlated positively with all the non-coloured
phenolics and with the anthocyanins peonidin-3-O-glucoside
and the p-coumaroyl derivatives and negatively with the rest
of anthocyanins. PC2 was correlated positively with all the
compounds, except syringic acid, the flavan-3-ols and the p-
coumaroyl derivatives (Fig. 8).

Two groups of samples appeared clearly differentiated of the
rest (Fig. 9): Vinhao and Espadeiro. Vinhao grapes showed the
highest content in anthocyanins (92-97%) and the lowest con-
tent in non-coloured phenolics, while Espadeiro grapes showed
the highest contents in p-coumaroyl derivatives (17-29%) and
flavan-3-ols (10-31%). Between these two groups, the rest of
the samples appeared distributed according to their composition,
being closer the samples of the same variety. So, for example,
Padeiro, Rabo de Ovelha and Azal Tinto were rich in gluco-
side anthocyanins but with higher contents in flavonols and
flavan-3-ols than Vinhao.
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Fig. 7. Total concentration of phenolic compounds expressed as the sum of anthocyanin and non-coloured phenolics (mgkg~"!) in the red “Vinho Verde” grapes.
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Fig. 9. Principal component analysis of all analysed phenolic compounds in red
“Vinho Verde”grapes: scores plot.

If the PCA is applied to the phenolics distribution (flavonols,
flavan-3-ol, phenolic acids, polydatin, glucoside anthocyanin
and p-coumaroylglucoside anthocyanin) instead of the individ-
ual compounds, a similar plot is obtained (data not shown), with
two PCs that account for 76.5% of the variance explained, which
suggest that groups of compounds are also suitable to character-
ize the varieties of samples although they do not show so detailed
information.

4. Conclusions

In summary, two extractive methods previously described
in the bibliography were compared to choose which was able
to determine the highest number of phenolic compounds, both
coloured and non-coloured, from red “Vinho Verde” grapes,
and the selected method was that described by Kammerer et
al. [14]. Besides, the described chromatographic method was

slightly modified in order to simplify the analytic conditions for
the non-coloured fraction.

Phenolic profiles of both non-coloured phenolics and antho-
cyanins were obtained for red “Vinho Verde” grapes of 10
different varieties, grown in 3 different geographical locations
and harvested in two consecutive years. The most abundant
compounds found were malvidin-3-O-glucoside for antho-
cyanins, and the flavan-3-ols catechin and epicatechin or the
flavonols myricetin-3-O-glucoside, syringetin-3-O-glucoside
and quercetin-3-O-glucoside for non-coloured phenolics. Pro-
portion of anthocyanins ranged from 42 to 97%.

Analysis of the results by using multivariate techniques
showed that anthocyanin profile was more independent of ori-
gin and harvest than non-coloured phenolics profile. PCA of
anthocyanin compounds accounted for higher variability (70.4%
with two PCs determining eight compounds) than the PCA of
non-coloured compounds (58.9% determining 15 compounds).
Besides, these analyses showed more clearly the relationship
among the samples and their composition to carry out the char-
acterization of the different varieties according to their higher
content in flavan-3-ols, flavonols, glucoside anthocyanins or
p-coumaroyl anthocyanins: Vinhdo grapes were clearly dif-
ferentiated by their high content in anthocyanins (97%) with
levels of phenolic compounds until 16 times higher than the
rest of the samples. Espadeiro grapes showed the highest
content in p-coumaroyl derivatives of anthocyanins and flavan-
3-ols.
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Abstract

Under the HCI solution and heating condition, penicillin antibiotics such as amoxicillin (AMO), ampicillin (AMP), sodium cloxacillin (CLO),
sodium carbenicillin (CAR) and sodium benzylpenicillin (BEN) could react with Fe(III) to produce Fe(II) which further reacted with Fe(CN)g>~
to form a Fe;[Fe(CN)g], complex. By virtue of hydrophobic force and Van der Waals force, the complex aggregated to form Fe;[Fe(CN)g],
nanoparticles with an average diameter of 45 nm. This resulted in a significant enhancement of resonance Rayleigh scattering (RRS) and non-linear
scattering such as second-order scattering (SOS) and frequency doubling scattering (FDS). The increments of scattering intensity (Al) were directly
proportional to the concentrations of the antibiotics in a certain range. The detection limits for the five penicillin antibiotics were 2.9-6.1 ng ml~!
for RRS method, 4.0-6.8 ng ml~! for SOS method and 7.4-16.2 ng ml~! for FDS method, respectively. Among them, the RRS method exhibited the
highest sensitivity and the AMO system was more sensitive than other antibiotics systems. Based on the above researches, a new highly sensitive
and simple method for the indirect determination of penicillin antibiotics has been developed. It can be applied to the determination of penicillin
antibiotics in capsule, tablet, human serum and urine samples. In this work, the spectral characteristics of absorption, RRS, SOS and FDS spectra,

the optimum conditions of the reaction and the influencing factors were investigated. In addition, the reaction mechanism was discussed.

© 2008 Elsevier B.V. All rights reserved.

Keywords: Resonance Rayleigh scattering; Second-order scattering; Frequency doubling scattering; Penicillin antibiotics; Fe3[Fe(CN)g]» nanoparticles

1. Introduction

Penicillins developed from benzylpenicillin belong to 6-
aminopenicillanic acid (6-APA) derivatives of the (3-lactam
antibiotics. They kill bacteria by restraining the formation of
cell wall via inhibiting mucopeptide transpeptidase [1,2]. The
drugs have high selectivity and low toxicity because they are
adiaphorous to human cells which do not have cell wall. Own-
ing to the extensive application of these drugs in clinic [3], it
is significant for pharmaceutical analysis and clinical control to
further develop a new method for the determination of penicillin
antibiotics.

Various methods such as high-performance liquid chro-
matography (HPLC) [4], spectrophotometry [5—7], fluorescence

* Corresponding author. Tel.: +86 23 68252748, fax: +86 23 68254000.
E-mail address: liusp@swu.edu.cn (S. Liu).

0039-9140/$ — see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.01.028

method [8,9], chemiluminescence [10] and capillary elec-
trophoresis [11], etc. were reported for the determination of
penicillin antibiotics. Among them, HPLC was very useful
for the determination of trace penicillin antibiotics in some
complicated samples [12,13], but it needed complex pretreat-
ments. Spectrophotometric methods have been applied in the
determination of penicillin antibiotics because of its simplicity.
However, the sensitivities were not high enough to determine the
antibiotics for trace analysis. Some other reported methods such
as fluorescence [8] and chemiluminescence [10] methods also
have some deficiencies in the sensitivity, selectivity or simplic-
ity. So, it is necessary to develop a more sensitive, simple and
selective method for the determination of penicillin antibiotics.

In recent years, resonance Rayleigh scattering (RRS), as a
new analytical technique, has drawn much more attention. It
has been applied to the analysis of biomacromolecules, organic
compounds, pharmaceuticals and inorganic ions [14-16]. In
studying RRS of the systems, the strong scattering of light is
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observed at double and half wavelength of the incident light.
The former is well known very much and is named as “second-
order scattering (SOS)”. As it may interfere with fluorimetric
measurements, SOS is always eliminated as a harmful phe-
nomenon. For the latter, because the frequency of this radiation
is double that of the incident light, this radiation can be named
“frequency doubling scattering (FDS)” or “hyper Rayleigh scat-
tering (HRS)”. As its wavelength is far shorter than that of
the incident light, this radiation was seldom noticed and stud-
ied in analytical chemistry for a long time. Recent researches
indicated that the two kinds of scattering were the non-linear
optical phenomena [17,18] produced by some substances (e.g.
nanoparticles). Early in 1995, we already studied them as a new
spectroscopic phenomenon [19], which showed that they could
be applied successfully to the study of nanoparticles [20], and
determination of inorganic ions [21], biological macromolecules
[22] and some physical chemistry parameters as a new analytical
technique [23].

Amoxicillin (AMO), ampicillin (AMP), sodium cloxacillin
(CLO), sodium carbenicillin (CAR) and sodium benzylpeni-
cillin (BEN) were penicillin antibiotics that applied extensively
in clinic. Our experiment found that under the HCI solution and
heating condition, they could react with Fe(III) to produce Fe(II)
which further reacted with Fe(CN)g>~ to form a Fe3[Fe(CN)g 1>
complex. By virtue of hydrophobic force and Van der Waals
force, the complex aggregated to form nanoparticles with an
average diameter of 45 nm, which not only resulted in a change
of absorption spectra, but also led to a significant enhancement
of resonance Rayleigh scattering, second-order scattering and
frequency doubling scattering. In this work, the spectral char-
acteristics of absorption, RRS, SOS and FDS spectra and the
reaction conditions and the influencing factors were investi-
gated. The results indicated that the three scattering methods
exhibited high sensitivities and the RRS method had the lowest
detection limit of 2.9-6.1 ngml~! for the determination of the
five antibiotics. The sensitivities of the scattering methods are
higher than those of common spectrophotometry [7], fluores-
cence method [9], HPLC [4] and chemiluminescence [10]. A
new highly sensitive and simple method for the indirect deter-
mination of penicillin antibiotics has been developed based on
the above studies. It can be applied to the determination of
penicillin antibiotics in capsule, tablet, human serum and urine
samples.

2. Experimental
2.1. Apparatus

A Hitachi F-2500 spectroflurophotometer (Tokyo) was used
for measuring the scattering intensities with the slits (EX/EM)
of 2.5/2.5nm (RRS) and 5.0/5.0nm (SOS and FDS). A UV-
8500 spectrophotometer (Shanghai) was used for recording
the absorption spectra. The DHT type miniature mixing elec-
trothermal set (Shandong) was used for heating. HITACHI-600
transmission electron microscopy (TEM, Electronic Company
of Japan) was used to observe the appearance and size of
nanoparticles.

2.2. Materials and reagents

200 g ml~! stock solution of penicillins such as amoxicillin
(Huamei Biology Technique Co.), ampicillin (Huamei Biology
Technique Co.), sodium cloxacillin (Huabei Pharmacy), sodium
carbenicillin (Huamei Biology Technique Co.) and sodium ben-
zylpenicillin (Huabei Pharmacy) were prepared. The working
solution of 20 pg ml~! was prepared by diluting the stock solu-
tion. 3.0 x 10~3 mol1~! of Fe(IIl) was prepared by dissolving
0.1446 g NH4Fe(SO4)7.12H,0 in 1 ml concentrated H,SO4 and
diluting it to 100ml. 3.0 x 1073 mol1~! of Fe(CN)s3~ was
prepared by dissolving 0.2468 g K3Fe(CN)g in 250 ml dis-
tilled water. The concentration of HCI was 0.1 mol1~!. All the
reagents used were of analytical reagent (A.R.) grade and doubly
distilled water was used throughout.

2.3. General procedure

Into a 10.0ml calibrated flask were added certain amount
of penicillin antibiotics, 1.0ml of HCI solution (0.01 mol 1!
for AMO and CAR, 0.0125 mol1~! for CLO, 0.015 mol1~! for
AMP and BEN, respectively) and 0.4ml 3.0 x 1073 mol1~!
Fe(Ill). The solution was heated in a boiling water bath for
25min and cooled to room temperature, then added 0.2ml
3.0 x 1073 mol L~! Fe(CN)¢3~. Finally, it was diluted to the
mark and mixed thoroughly. In 15 min, the RRS spectra were
recorded with synchronous scanning at Aex = Aem, and the SOS
and FDS spectra were recorded by scanning at Aex = 1/2Aem
and Aex =2Xem, respectively. The scattering intensity Irrs, Isos
and Ipps for the reaction product and IORRS, Iosos and °gpg
for the reagent blank at their maximum wavelengths were
measured, Al=1— 1y, the absorption spectra were recorded
simultaneously.

3. Results and discussion
3.1. The absorption spectra

Fe(Ill) could be reduced by penicillin antibiotics to pro-
duce Fe(Il) [24] which further reacted with Fe(CN )63_ to form
Fe3[Fe(CN)gl2 [25] resulting in a change of absorption spectra.
From Fig. la, it shows that the absorption of reaction prod-
ucts of the five penicillin antibiotics with Fe(IIl) could not be
observed in visible light region and its maximum absorption
wavelength was located at 255-350nm of ultraviolet region,
and the maximum absorption wavelength of Fe(CN )6>~ under
experimental condition was 303 nm. When the reduced prod-
uct Fe(Il) reacted with Fe(CN)g3~, a new absorption peak
at 738 nm was observed (Fig. 1b) and the spectral character-
istic was consistent with that of Fe3[Fe(CN)gl,. At 738 nm,
the molar absorptivities (¢) are 2.3 x 10*Imol~!' cm™! (AMO),
1.6 x 10*1mol ' em™! (CAR), 1.4 x 10*1mol~!cm~! (AMP
and BEN), 1.0 x 10*1mol~! cm™! (CLO), respectively. So, this
reaction was useful as a basis for the determination of penicillin
antibiotics by visible spectrophotometry with the sensitivity of
four times higher than that of spectrophotometric method based
on the oxidization of Fe(IIl) [24].
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Fig. 1. Absorption spectra. (a) Absorption spectra of penicillins—Fe(III) (mea-
sured against the reagent blank). 1, AMO; 2, AMP; 3, CLO; 4, BEN; 5, CAR. (b)
Absorption spectra of penicillins—Fe(III)—Fe(CN)b3_ (measured against water
blank). 1, AMO; 2, CAR; 3, AMP; 4, BEN; 5, CLO; 6, Fe(III)-Fe(CN)g3~.
All concentrations of the antibiotics: 6.0 ug ml~!; concentration of Fe(IIl):
1.2 x 10~* mol1~!; concentration of Fe(CN)g3~: 0.6 x 10~* mol1~.

3.2. RRS spectra

The RRS spectra of the five systems are shown in Fig. 2a.
It can be seen that Fe(II[)-Fe(CN)g>~ and the five penicillin
antibiotics have faint RRS peaks under the optimum conditions.
When Fe(IIl) was reduced by the antibiotics to produce Fe(Il)
in a HCI medium and Fe(Il) further reacted with Fe(CN)63_
to form Fe3[Fe(CN)g]2, RRS intensities were enhanced greatly.
The reaction products have similar spectral characteristics, and
the maximum peaks are located at about 341 nm. The RRS inten-
sity of AMO—-Fe(III)-Fe(CN)g>~ is the highest among the five
systems. From Fig. 2b, it is clear that the RRS intensity (AIrgrs)
is directly proportional to the concentrations of antibiotics. So,
the RRS method can be applied to the determination of penicillin
antibiotics.

3.3. Second-order scattering and frequency double
scattering (FDS) spectra

Fig. 3A and B shows the spectra of SOS and FDS for
the investigated antibiotics—Fe(II)-Fe(CN)g3~ systems, respec-
tively. Here, A; was the incident wavelength and Ag was the
scattering wavelength. The intensities of SOS and FDS changed
with the difference of incident wavelengths. When Aj/A¢ was
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Fig. 2. Resonance Rayleigh scattering spectra. (a) Fe(Ill)-Fe(CN)
63’7penicillins system. 1, AMO-Fe(II)-Fe(CN)¢>~; 2, CAR-Fe(Ill)-
Fe(CN)63~; 3, AMP-Fe(Ill)-Fe(CN)¢>~; 4, BEN-Fe(IlD-Fe(CN)s>~; 5,
CLO-Fe(II)-Fe(CN)g3~; 6, Fe(Il)-Fe(CN)s>~; 7, AMP; 8, AMO; 9, CLO;
10, CAR; 11, BEN. All concentrations of the antibiotics: 2.0 pugml”;
concentration of Fe(III): 1.2 x 10~*mol1~!; concentration of Fe(CN)g>~:
0.6 x 10~* mol 171, (b) Fe(Il)-Fe(CN)¢ >~ —amoxicillin system. Concentrations
of AMO (from 1 to 5): 0.4 wgml~—!, 0.8 pgml~!, 1.2 pgml~!, 1.6 ugmi~!,
2.0ugml™!, respectively. Concentration of Fe(Ill): 1.2x 10~*moll~!;
concentration of Fe(CN)g3~: 0.6 x 10~* mol 17!,

320/640 nm, the intensity of SOS reached the highest, and when
A1/As was 780/390 nm the intensity of FDS reached the highest.
In this condition, the two kinds of scattering intensities (Alsos
and Alrpg) were directly proportional to the concentrations of
the antibiotics in a certain range. Therefore, the SOS and FDS
method can be applied to the determination of the investigated
antibiotics.

3.4. Sensitivity of the method

Through constructing the calibration graphs of Al ver-
sus the concentrations of the antibiotics, the linear ranges,
correlation coefficients and detection limits of RRS, SOS
and FDS methods for the determination of the five peni-
cillin antibiotics were investigated. The results showed that
the linear ranges were 0.010-2.4 wg ml~! for the RRS method,
0.013-3.6 wg ml~! for the SOS method and 0.024-3.6 pgml~!
for the FDS method (as shown in Table 1). The detec-
tion limits (30) were 2.9-6.1ngml~! for the RRS method,
4.0-6.8 ngml~! for the SOS method and 7.4-16.2ngml~! for
the FDS method, respectively. Among them, the RRS method
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Parameters of calibration graphs for the determination of penicillin antibiotics

Method System Regression equation, C Correlation Detect limits (ngml~!) Linear range
(ngml~h) coefficient, r (ngml~h)
RRS Amoxicillin—Fe(III)-Fe(CN)g3~ AI=-287.2+2372.5¢ 0.9981 2.9 0.010-2.0
Ampicillin-Fe(IIT)-Fe(CN)g3~ AI=247.1+1255.4c 0.9928 55 0.018-2.1
Cloxacillin-Fe(III)-Fe(CN)g 3~ AI=165.7+1135.8¢ 0.9957 6.1 0.021-2.3
Benzylpenicillin—Fe(III)-Fe(CN)g>~ AI=130.3+1188.7¢ 0.9952 5.8 0.019-1.9
Carbenicillin-Fe(III)-Fe(CN)g3~ AI=158.2+1274.3¢ 0.9961 5.4 0.018-2.4
SOS Amoxicillin—Fe(III)-Fe(CN)g>~ AI=48.8+150.7¢ 0.9991 4.0 0.013-3.2
Ampicillin—Fe(II)-Fe(CN)¢>~ Al=—-15.4+105.7¢ 0.9998 5.6 0.019-3.0
Cloxacillin-Fe(III)-Fe(CN)g 3~ AI=13.6+88.1c 0.9991 6.8 0.023-3.6
Benzylpenicillin—Fe(III)—Fe(CN)63_ Al=—-13.6+100.2¢ 0.9982 6.0 0.020-2.8
Carbenicillin-Fe(III)-Fe(CN)g3~ Al=-26.1+112.1¢ 0.9992 54 0.018-3.4
FDS Amoxicillin—Fe(IIT)—Fe(CN)g >~ AI=15.2+68.6¢ 0.9993 7.4 0.024-3.2
Ampicillin-Fe(III)-Fe(CN)g3~ Al=—-8.4+36.6¢ 0.9988 13.9 0.046-3.0
Cloxacillin—Fe(I)-Fe(CN)g>~ AI=2.8+31.4c 0.9996 16.2 0.054-3.6
Benzylpenicillin—Fe(III)-Fe(CN)g3~ AI=1.89+35.8¢ 0.9992 14.2 0.047-2.8
Carbenicillin-Fe(III)-Fe(CN)g3~ Al=7.5+53.1c 0.9993 9.6 0.032-3.4

had the highest sensitivity, which was not only 1-3 orders of
magnitude higher than that of common spectrophotometry, but
also higher than those of some fluorescence and chemilumi-
nescence methods and even higher than that of HPLC with
electrochemical detector by means of solid-phase extraction (see
Table 2).

Therefore, the RRS method was taken as an example for
the following studies including optimum conditions, influencing
factors, effects of coexisted substances and analytical applica-
tions. The reaction mechanism was also discussed.

3.5. Optimum conditions for the reaction

3.5.1. Effect of heating time

The effects of temperature on the reaction were tested. The
results showed that the redox reaction of investigated antibiotics
with Fe(lll) was slow, whereas elevation of temperature
could accelerate the process of reaction, and the intensities of

scattering (AIrrs) reached the maximum in 25 min in a boiling
water bath.

3.5.2. Effect of acidity

The effects of HCI concentrations on the RRS of five sys-
tems were investigated. The results shown in Fig. 4 revealed that
the optimum concentrations of HCI were about 0.010 mol1~!
(AMO and CAR systems), 0.015 mol 1! (AMP and BEN
systems) and 0.0125 mol1~! (CLO system). So, the corre-
sponding concentration of HCl was chosen as a reaction
medium.

3.5.3. Effect of reagent’s concentration

The results of Fe(IIl) and Fe(CN)g3~ concentration varia-
tion indicated that the maximum intensities of scattering would
be obtained when the Fe(Ill) concentration was in a range of
0.9-1.5 x 10~* mol1~!. Therefore, 1.2 x 10~*mol1~! Fe(II)

Table 2

Comparison of sensitivities for the determination of penicillin antibiotics between present methods and some other common methods

Method Drug Reagent Amax (Nm) Detection limit (ng ml~1) Reference

Spectrophotometry Ampicillin Mo(V)-thiocyanate 467 450 [5]
Cloxacillin Pyrocatechol violet 604 60 [6]
Ampicillin 1,2-Naphthoquinone-4-sulfonic 463 1500 [26]
Flucloxacillin p-Nitrophenol 446 550 [27]
Amoxicillin Diazotized benzocaine 455 600 [7]

HPLC Cloxacillin Electrochemical detection 8 [4]
Amoxicillin UV detection 220 19 [28]

Fluorimetry Ampicillin Cu(ID) 343/420 (Aex/Mem) 148.6 [8]
Amoxicillin Ce(IV) 256/351 (Aex/Aem) 288 [9]

Chemiluminescence Amoxicillin Ce(IV)-rhodamine 6G 10 [10]
Amoxicillin Fe(IlI)-Fe(CN)g3~ 341/341 (hex/Aem) 29 This work
Ampicillin Fe(III)-Fe(CN)g3~ 341/341 (hex/Aem) 5.5 This work

RRS method Cloxacillin Fe(III)-Fe(CN)g3~ 341/341 (hex/Aem) 6.1 This work
Carbenicillin Fe(III)-Fe(CN)g3~ 341/341 (Aex/Aem) 58 This work
Benzylpenicillin Fe(III)-Fe(CN)g3~ 341/341 (Aex/Aem) 5.4 This work
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was chosen as the experimental concentration for the five sys-
tems. And the optimum concentration of Fe(CN 6>~ was about
0.6 x 10~* mol1~!. The AlRrgs decreased when the reagent con-
centrations were too low resulting in incomplete reaction, but
the reagent concentrations were too high Alrrs also decreased
slightly due to the reagent blank /j increased.

3.6. The complexation and formation of nanoparticles

Taking the most sensitive AMO as an example, the interaction
of investigated antibiotics with Fe(IIl) and Fe(CN)g>~ and the
structure of the products were studied.

In a acidic medium, Fe(III) was reduced by AMO() to give
Fe(Il) and the corresponding oxidized product of AMO [24]
(Scheme 1).
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Fig. 3. SOS and FDS spectra. (A) SOS spectra of Fe(HI)—Fe(CN)(,3‘—penici-
1lins; (B) FDS spectra of Fe(III)—Fe(CN)63’—penicillins; 1, AMO-Fe(IIl)-
Fe(CN)g3~; 2, CAR-Fe(Ill)-Fe(CN)>~; 3, AMP-Fe(Ill)-Fe(CN)s>~; 4,
BEN-Fe(III)-Fe(CN)¢3~; 5, CLO-Fe(IIl)-Fe(CN)¢>~; 6, Fe(II)-Fe(CN)6*~;
7, AMP; 8, AMO; 9, CLO; 10, CAR; 11, BEN. All concentrations of the antibi-
otics: 2.0 pg ml~!; concentration of Fe(II): 1.2 x 10~* mol1~!; concentration
of Fe(CN)6>~: 0.6 x 10~* mol 171,

Fe(Il) further reacted with Fe(CN)g>~ to form a

Fe3[Fe(CN)gl> complex:
3Fe’t + 2[Fe(CN)6]3_ = Fe3[Fe(CN)s1»

Fes[Fe(CN)g]2 as a charge neutralization complex has strong
hydrophobicility. Under the extrusion action of water, they
drew close to each other and further aggregated to form larger
nanoparticles by Van der Waals force:

n{Fe3[Fe(CN)sl2} — (Fes[Fe(CN)gl2},

The diameter and shape of the formed nanoparticles were
observed by transmission electron microscopy, and it was
found that Fe3[Fe(CN)gl, had already aggregated to form
{Fe3[Fe(CN)g]2 }, nanoparticles with an average diameter of
45 nm (see Fig. 5). Hence, it might be deduced that the forma-
tion of {Fe3[Fe(CN)¢]2 }, nanoparticles was the main reason for
the enhancement of RRS, SOS and FDS.

3.7. Selectivity and analytical application of the method

3.7.1. Selectivity of the method

Under the optimum conditions, the effects of some coex-
isting substances on the determination of AMO (1.0 wgml~")
were investigated and the results were given in Table 3. As
shown, when the relative error was <=£5%, the large amounts
of amino acids, saccharides, some vitamins, common inorganic
jons (NH4+,NO3~, Cl~ and SO427), metal ions (K*, Na*, Mn2+,
Mg?*, Ca®*, Zn>* and AI’*) and HSA do not interfere with the
determination.

./—.\"‘--__
P —
3000 | T
E
&= /' v—'—v——_"___“
S 2000 [ u v __e—e—s "—-1_3

e _— e s
— A—TRTTA
* A A
/ A s
v e
1000 /A

1
0.006 0008 0.010 0012 0014 0016 0.018
[HCI}/mol T

Fig. 4. Effect of HCI concentration on Algrgs. 1, AMO-Fe(III)-Fe(CN)g3~;
2, CAR-Fe(Ill)-Fe(CN)¢>~; 3, AMP-Fe(Ill)-Fe(CN)¢>~; 4, BEN—Fe(IIl)—
Fe(CN)g>~; 5, CLO-Fe(III)-Fe(CN)¢3~. All concentrations of the antibiotics:
20ugml~l.
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Table 3

Results for the determination of amoxicillin in capsules and tablets

Method Sample Label claim (g per Found (g per capsule or tablet) Mean (g per R.S.D (%) Recovery (%)

capsule or tablet) capsule or tablet)

RRS Capsules 0.250 0.248, 0.253, 0.252, 0.248, 0.257 0.252 1.6 100.8
Tablets 0.250 0.263, 0.258, 0.256, 0.247, 0.252 0.255 2.4 102.0

SOS Capsules 0.250 0.243, 0.241, 0.254, 0.257, 0.252 0.249 2.8 99.6
Tablets 0.250 0.263, 0.242, 0.245, 0.263, 0.255 0.254 3.8 101.6

FDS Capsules 0.250 0.247, 0.249, 0.252, 0.256, 0.253 0.251 1.4 100.4
Tablets 0.250 0.269, 0.253, 0.246, 0.243, 0.261 0.254 39 101.6

Pharmacopoeia [29] Capsules 0.250 0.236, 0.241, 0.246 0.241 2.0 96.4
Tablets 0.250 0.256, 0.250, 0.247 0.251 1.8 100.4

Table 4
Results for the determination of amoxicillin in urine and serum samples

Method Sample Found (pg ml~!) Added (pg ml~!) Mean, n=5 (g ml~1) R.S.D,n=5 (%) Recovery, n=5 (%)
RRS Urine 1 ND 1.50 1.50 2.5 100.0
Urine 2 2.52 0.50 3.00 1.3 99.3
SOS Urine 1 ND 1.50 1.51 35 100.7
Urine 2 2.49 0.50 2.99 1.1 100.0
FDS Urine 1 ND 1.50 1.52 2.0 101.3
Urine 2 2.48 0.50 3.01 0.8 101.0
RRS Serum 1 ND 0.60 0.59 4.0 98.3
Serum 2 ND 1.20 1.20 32 100.0
SOS Serum 1 ND 0.60 0.61 2.8 101.7
Serum 2 ND 1.20 1.21 32 100.8
FDS Serum 1 ND 0.60 0.60 3.7 100.0
Serum 2 ND 1.20 1.19 2.0 99.2

ND: not detected. Urine 2: Fresh urine samples taken from healthy people who had oral administration of amoxicillin capsules 3 h before.

3.7.2. Analytical application

Determination of AMO in capsule and tablet. The contents of
five capsules (250 mg per capsule) were emptied and weighed
carefully. Suitable amount of the powder (containing about
16 mg of the drug) was dissolved and transferred into a 100.0 ml

Fig.5. TEM image of {Fes[Fe(CN)g]2 }, nanoparticles. Concentration of AMO:
20pg ml~!; concentration of Fe(Ill): 1.2 x 1073 mol 1-!; concentration of
Fe(CN)6>~: 6.0 x 10~* mol1~!.

volumetric flask. In addition, five tablets (250 mg per tablet)
were powdered and a quantity of the powder (containing about
16 mg of the drug) was dissolved, filtrated and transferred into
another 100.0 ml volumetric flask. The two flasks were diluted
to the mark and mixed thoroughly, respectively. Then, the above
solutions were diluted to the working solution. The concentra-
tion of AMO in the working solutions was determined according
to the general procedure under the optimum conditions by RRS,
SOS and FDS method. The results for the determination of
capsules and tablets were listed in Table 3 and were in good
agreement with those obtained by the standard method of The
Pharmacopeia of People’s Republic of China (HPLC) [29].
Determination of AMO in human urine. Two kinds of fresh
urine samples were taken. The one was taken from healthy peo-
ple who took AMO capsules, and the other was taken from the
healthy people without taking AMO capsules. Deproteinization
was achieved by adding certain amounts of 10% trichloroacetic
acid and centrifuging the mixture at 4500 rpm for 20 min. Then
5.0 ml aliquot of the supernatant fluid was taken into a 10.0 ml of
calibrated flask for determining AMO concentration according
to the general procedure. The accuracy was tested by a standard
addition method. The recovery was 99.3—-101.3% (see Table 4).
Determination of AMO in human serum. A 2.0ml aliquot
of fresh serum sample (healthy people) was treated with 0.5 ml
10% of trichloroacetic acid and was centrifuged at 4500 rpm for
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20 min to eliminate proteins. Then 1.0 ml supernatant fluid was
transferred into a 10.0ml of calibrated flask for determining
AMO concentration according to the general procedure. The
accuracy was tested by a standard addition method. The recovery
was 98.3-101.7% (see Table 4).
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Abstract

Direct electrochemistry of Trametes versicolor Laccase (LAC) was found at a Sonogel-Carbon electrode. The bioamplification, performed by
dual immobilization of this enzyme and Mushroom Tyrosinase (TYR), of the bio-electrocatalytic reduction of O, was investigated. The calculated

o transfer coefficients were 0.64 and 0.67, and the heterogeneous electron-transfer rate constants were 6.19 and 8.52s

~1, respectively, for the

individual LAC and dual LAC-TYR-based Nafion/Sonogel-Carbon bio-electrodes. The responses of the dual enzymes electrode to polyphenols
were stronger than those of the individual LAC or TYR biosensors. Hypotheses are offered about the mechanism of bioamplification. The surfaces

of the biosensors were also characterized by AFM.
© 2008 Elsevier B.V. All rights reserved.

Keywords: Dual enzymes based biosensor; Direct electrochemistry; Signal bioamplification; Sonogel-Carbon electrode

1. Introduction

To improve the sensitivity of biosensors based on polyphe-
noloxidase enzymes, several research groups have described
different signal amplification approaches. Among these the
addition of reducing, pre-concentrating molecules and/or the
integration of pairs of enzymes on a single transducer are par-
ticularly notable. This last strategy is very interesting because
it permits the sensitivity to be enhanced and the range of
substrates detected to be increased [1-6]. Nevertheless, the
mechanism of signal bioamplification underlying this strategy
is not fully elucidated in the bibliography. One of the aims of
this work is to contribute to the better understanding of this
phenomenon.

* Corresponding author. Tel.: +34 956 016355; fax: +34 956 016460.
E-mail address: jluis.hidalgo@uca.es (J.L. Hidalgo-Hidalgo de Cisneros).

0039-9140/$ — see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.01.055

Further, in addition to the study of the redox activity of pro-
teins, investigation of the direct electron transfer (DET) between
an electrode and a metalloenzyme is considered to be a highly
attractive research area in the biosensors field. This is because
of its potential application in the research and development of
highly sensitive biosensors, effective biofuel cells, and selec-
tive routes of biosynthesis. Therefore, since the first reports on
the DET between cytochrome ¢ and bipyridyl-modified gold
[7] or tin doped indium oxide [8] electrodes were communi-
cated in 1977, a number of papers have been published giving
detailed information on electrochemical reaction mechanisms
of redox proteins and enzyme film at various types of electrode
[9-13]. The electrode material may play a vital role in the pro-
duction of a bio-electrochemical device able to access the desired
information.

The carbon-based electrodes have been used widely as mate-
rials for studying metalloenzyme bio-electrocatalysis [13-20].
This preference possibly began from the fact that carbon can
act as a primary electron donor to native electroactive site of
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enzymes [11]. Ceramic-carbon composite electrodes, made by
mixing organic—inorganic sol-gel material and carbon powder,
represent a new kind of carbon electrode. These composites are
rigid, porous, and easily modifiable by chemical and biological
recognition components [21,22].

Our group has made a significant contribution to this subject;
we have devised a new method for fabricating these composites
by applying high energy ultrasounds. The materials we have
developed have been termed Sonogel-Carbon [23]. This matrix
offers an alternative route for developing new composite sensors
and biosensors with a wide variety of structures and shapes. It
presents favourable electroanalytical properties when used for
amperometric sensors and biosensors, as well as an excellent
sensitivity compared to classical electrodes [24—-26]. In this con-
text, we report here the use of Sonogel-Carbon as a transducer
for the investigation of the very interesting phenomenon of DET.
Cyclic voltammograms of two biosensors based on enzymes
with copper centres and Sonogel-Carbon are discussed in detail.
The first biosensor is based on modification by Laccase, while
the second is based on a dual Laccase and Tyrosinase enzymatic
modification. Our research into signal bioamplification by mix-
ing these enzymes in the same biosensor has demonstrated that
this strategy cannot only affect the selectivity of the resulting
bioprobe, but can also improve its sensitivity compared to that
achieved with biosensors made from individual enzymes. This
phenomenon has been demonstrated not only in the case when
the analyte is typically a substrate of two enzymes, but also
when the substrate is especially reactive with only one of them
[27]. In the present paper, we try to give an explanation using
the information obtained from the direct electrochemistry of the
two biosensors; the anticipation of an explanatory mechanism
is also provided.

2. Experimental
2.1. Reagents

Methyltrimethoxysilane (MTMOS) was obtained from
Merck (Darmstad, Germany) and HCI was obtained from Pan-
reac (Barcelona, Spain). Graphite powder (spectroscopic grade
RBW) was obtained from SGL Carbon (Ringsdorff, Germany).
Mushroom Tyrosinase (E.C. 1.14.18.1,3000 Umg ") and Tram-
etes versicolor Laccase (E. C. 1. 10. 3. 2, 23.3Umg’1) were
obtained from Fluka (Steinheim, Germany). KH,PO4/K>oHPO4
and acetic acid/sodium acetate for phosphate or acetate buffer
were acquired from Fluka (Buchs, Switzerland) and Merck
(Darmstad, Germany), respectively. Nafion-perfluorinated ion-
exchange resin (Cat. No. 27, 470-4) 5% (w/v) in a mixture
of lower aliphatic alcohols and water, and Glutaricdialde-
hyde, 25 wt% solution in water, were obtained from Aldrich
(Steinheim, Germany). Pure water was obtained by passing
twice-distilled water through a Milli-Q system (18 M2cm,
Millipore, Bedford, MA). Phenolic compounds were of
analytical grade and obtained from Merck, Sigma or Pan-
reac.

Stock solutions of the phenolic compounds (0.1 molL™!)
were prepared daily by dissolving the appropriate amount in

ethanol. Glass capillary tubes, i.d. 1.15 mm, were used as the
bodies for the composite electrodes.

2.2. Apparatus

Electrochemical measurements were performed with an
Autolab PGSTAT20 (Ecochemie, Utrecht, The Netherlands)
potentiostat/galvanostat interfaced with a personal computer,
using the AutoLab GPES software for waveform generation and
data acquisition and elaboration.

A 600-W model, 20 kHz ultrasonic processor (Misonix Inc.,
Farmingdale, NY) equipped with a 13 mm titanium tip was
used.

Surface topological studies were performed using an atomic
force microscope (AFM) Veeco Nanoscope Illa, in tapping
mode. Phosphorus (n) doped silicon cantilevers, with spring
constants in the range 20-80 N m~!, were used. Calibration of
the microscope was achieved by imaging calibration gratings
supplied by the manufacturer. AFM images were examined for
artifacts, and reproducibility was checked in the usual way, i.e.
by changing the AFM cantilever and by either moving (during
the experiment) the sample in the X- or Y-directions or by varying
the scanning angle and frequency.

2.3. Methods

2.3.1. Electrochemical transducer preparation

The unmodified Sonogel-Carbon electrode was prepared
as described previously [23,24]. Before modification, the
electrodes were polished with emery paper No. 1200 to
remove extra composite material, gently wiped with weigh-
ing paper, and electrochemically pre-treated by dipping them
in 0.05mol L™! sulphuric acid. Finally, they were polarized
in the three-electrodes cell by voltage cycling from —0.5 to
1.5V (five cycles). The electrodes with similar current back-
ground were selected, carefully washed with MiliQ water and
let to dry at ambient temperature after their biological modifi-
cation.

2.3.2. Biosensors fabrication

The dual LAC-TYR Sonogel-Carbon-based biosensor was
fabricated as follows: adequate quantities of the enzymes LAC
and TYR were dissolved in 30 pL of 0.2mol L~! pH 6 phos-
phate buffer solutions. At this enzymatic solution, 1.25 pLL of
glutaricdialdehyde were added, set to polymerize in ultrasonic
bath for 3 min, and modified by adding 3.5 pL of Nafion 5%.
From the resulting solution, adequate quantities were deposited
on the top of the Sonogel-Carbon electrodes with a p-syringe
and allowed to dry under ambient conditions. Finally, the result-
ing biosensors had 23—100 Units/Electrode of LAC and TYR,
respectively, ~ 0.9% of glutaricdialdehyde and 0.5% of Nafion.
The same method was used to prepare individual LAC and
TYR-based biosensors and the resulting bio-probes have 23 U
and 100 Units/Electrode of LAC and TYR, respectively, and the
same quantities of Nafion and glutaricdialdehyde as the dual
bi-enzymatic biosensor. Before their use, all biosensors were
dipped in stirred buffer solution for 15 min, to eliminate the
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excess of non-absorbed enzymes, rinsed with the same buffered
solution and stored immersed in the buffered solution at 4°C
when not in use.

2.4. Measurements

Cyclic voltammetry were carried out in an electrochemi-
cal cell containing 25 mL of an aerated 0.05molL~" acetate
buffer solution at pH 5; the three-electrodes system con-
sisted of a enzyme-modified Sonogel-Carbon electrode as
working electrode, and a Ag/AgCl (3MKCI) and a plat-
inum wire as reference and auxiliary electrodes, respectively.
Potential range and scan rate are shown in the respective fig-
ures.
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Tapping mode AFM measurements were performed over
different regions of all samples to check for sample surface
homogeneity. All AFM images selected to be shown here are
representative of the sample’s surface topology. For comparison,
the scanned area is always 500 x 500 nm?.

3. Results and discussion
3.1. Morphologies

As shown in Fig. 1, tapping mode AFM was used to evaluate
the structure of the silica-based Sonogel material (a), the com-
posite Sonogel-Carbon electrode (b), and the modification with
Nafion alone (c) or with the mixtures of Nafion and individual

300

400 | X 100.000 nm/div
it Z 10,000 nm/div

300 .
400 X 100.000 nm/div
am Z 10,000 nm/div
Image Ra (nm) SAD (%)  Zscale
(nm)

(a) 0.68 1.59 10
(b) 1.44 1.98 15
(©) 1.35 1.42 20
(d) 5.59 2.31 30
(e) 6.32 2.84 50

Fig. 1. FM images of (a) Sonogel; (b) Sonogel-Carbon Composite; (¢) Sonogel-Carbon coated with 0.5% Nafion; (d) individual LAC-Nafion/Sonogel-Carbon; and
(e) dual LAC-TYR-Nafion/Sonogel-Carbon biosensors. Note that the value of one Z-axis division increases from (a) to (e) and is always lower than in X and Y-axes

(100 nm).
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LAC (d) or dual LAC-TYR (e). The table in Fig. 1 shows the
roughness (R,) values for each of the images. This parameter
is calculated by the AFM analysis software as the arithmetic
average of the absolute values of the surface height deviations
measured from the mean plane within the scanned area:

1 n
R, = — Zj
a njE_ll Jjl

Additionally, the table shows the percentage of surface area
difference (S.A.D.) between the three-dimensional area of the
image and its projected two-dimensional area, expressed as:

X (surf: ;
(su. ace area); “ 1) x 100
XY (projected area);

S.AD. = <

As seen in Fig. 1, films of the silica Sonogel (a) were dense,
with pore sizes around 10 nm. Since the pores were of smaller
size than the carbon particles, this result implies that, during
the formation of the Sonogel-Carbon composite, the graphite
particles do not get inside the silica pore; instead, the gel is
formed around the graphite particles, and the conductivity of the
final formed composite is promoted by a percolation mechanism
between these particles. When Nafion was deposited (c) on the
surface of the Sonogel-Carbon electrode (b), a slight decrease
in the roughness and in surface area difference of the compos-
ite can be observed, but the same porous structure is conserved
and a new granular aspect is generated for the composite. Bio-
modification of the composite Sonogel-Carbon by a mixture of
enzyme and Nafion produces a significant increase in the rough-
ness, as well as a considerable gain in the surface area difference
from 1.42% to 2.3-2.84%, while preserving the granular aspect
due to Nafion, as shown in Fig. 1 (c—e). In addition, the AFM
phase detection technique, applied to these three samples, does
not show any significant differences over the entire surface, i.e.,
it must be homogeneous in composition. These results lead us
to think that the enzyme may possibly be introduced inside the
ionic cluster region of the Nafion.

3.2. Electrochemistry of dual LAC-TYR and individual
LAC-based enzyme electrodes

Fig. 2 shows the current—potential curves firstly for bare and
Nafion-coated Sonogel-Carbon, and lastly for LAC, TYR and
dual LAC-TYR-based Sonogel-Carbon biosensors. As can be
seen, the voltammogram of the TYR-based biosensor is sim-
ilar to that of the Nafion-coated electrode; furthermore, when
the scan rate is varied between 25 and 500 mV s, this latter
biosensor does not show any Faradaic current. For these rea-
sons, we focussed all the studies on the individual LAC and
dual LAC-TYR-based biosensors. The curves of the non bio-
modified Sonogel-Carbon electrodes are almost flat, indicative
of purely capacitive behaviour. The curves (voltammograms)
of the LAC and LAC-TYR-based biosensors are different and
manifest redox waves with a proportional increase in the capac-
itive current due to the enzymatic modification of the electrode.
Reversible double-layer capacitance can be obtained from the
relationship Cpr =j/v, where j is the current density in the

4.00E-06

3.00E-06

2.00E-06

1.00E-06

0.00E+00
<

2
-1.00E-06
-2.00E-06
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-5.00E-06

-6.00E-06 v v T T r r
-05 -04 -03 -02 -01 0 041
E/V

02 03 04 05

Fig. 2. Cyclic voltammograms of five electrodes (from inner to outer curves):
Sonogel-Carbon, Nafion/Sonogel-Carbon, TYR-Nafion/Sonogel-Carbon, LAC-
Nafion/Sonogel-Carbon, and LAC-TYR-Nafion/Sonogel-Carbon, respectively.
Medium: aerated acetate pH 5 buffer solution. Scan rate: 200 mV s~!.

plateau current regions and v is the scan rate [28]. We have
varied the scan rate from 50 to 500 mV s~! for these four elec-
trodes, and no current corresponding to Faradaic process has
been found in the case of non bio-modified electrodes, contrary
to the case of the biosensors. Furthermore, to calculate Cpy, in
the case of the biosensors, the Faradaic current was eliminated
using a linear correction from the peak’s beginning to its end.
From the slope of the linear curve representing a limiting cur-
rent density (for the same absolute cathodic and anodic values)
versus scan rate, capacitance values were obtained for all cases
as summarised in Table 1. An increase of capacitance with the
degree of modification can be seen. So, the unmodified elec-
trode shows the lowest capacitance and the electrodes modified
with Nafion and the two enzymes show the highest capacitance
value (i.e. 10 times higher than that of the unmodified electrode).
These results are in accordance with the morphology study, and
can be attributed to the limitation of charge movement through
the modification layers, and to the changes in the active surface
exposed to the electrolyte, as seen in the AFM studies.

3.3. Cyclic voltammetry behaviour in the absence of
organic mediators

Laccase and Tyrosinase belong to the same family of oxi-
dase enzymes with active copper centres. Laccase contains
four copper atoms with different electron paramagnetic reso-
nances: Type 1 or blue (77), Type 2 or normal (73), and Type

Table 1
Double-layer capacitances of Sonogel-Carbon and enzyme/Sonogel-Carbon
electrodes

Electrodes CpL, (mF cm_z)
Sonogel-Carbon 0.083 £ 0.06

Nafion/Sonogel-Carbon 0.236 £ 0.019
LAC-Nafion/Sonogel-Carbon 0.565 £ 0.102
LAC-TYR-Nafion/Sonogel-Carbon 0.959 £ 0.106
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Fig. 3. (A) Effect of scan rate on the cyclic voltammograms (from inner to outer curves) of the LAC-Nafion/Sonogel-Carbon biosensor, from 100 to 500mV s~
(B) Dependence of peak potentials versus scan rate in logarithmic scale. Conditions as in Fig. 1.

3 or coupled binuclear copper site (73), that catalyze the oxi-
dation of hydrogen atom from the hydroxyl group of various
aromatics, mainly the large number of phenolic compounds,
polyamines, lignins and aryl diamines, as well as some inor-
ganic ions, coupled to the reduction of molecular dioxygen to
water [29]. It can be assumed that the donor substrates react
initially near the 7'y and one electron is transferred to a 7>/73
cluster site where oxygen is reduced via four electrons exchange.
Tyrosinase (monophenol monoxygenerase) contains two copper
T3 type centres, and therefore catalyzes two different oxygen-
dependent reactions: the o-hydroxylation of monophenols to
o-diphenols (cresolase activity), and the successive oxidation
of o-diphenols to o-quinones (catecholase activity) [30]. For
special kinds of immobilization and electrode, LAC (of dif-
ferent origin) and TYR (from Mushroom) have demonstrated
electrochemical activities without any mediator [11]. This elec-
tron transfer can be described as a tunnelling process between
the enzyme catalytic centre and the electrode.

(A)
1.5 uA I
0.48 -0.21 0.04 0.29 0.54

EN

In this study, cyclic voltammetry was applied to illustrate the
electron transfer between these multicopper enzymes and the
surface of the Sonogel-Carbon electrode. Two biosensors have
been compared in this respect, individual LAC/Sonogel-Carbon
and a dual LAC-TYR/Sonogel-Carbon. As can be seen in the
voltammograms of Fig. 2, redox processes were not observed for
the uncoated or the Nafion-coated Sonogel-Carbon electrodes.
In contrast, two redox peaks can be seen for the LAC/Sonogel-
Carbon and LAC-TYR/Sonogel-Carbon bio-electrodes: the
reduction/oxidation potential peaks are around —14 and 86 mV
(vs. Ag/AgCl), with AE,=100mV and E, =36mV, for the
LAC-based biosensor, while the peaks are —131 and 3mV,
with AE, =116 mV and Ey, = —64 mV, for the dual LAC-TYR-
based biosensor. The separation of peak values, much larger than
60 mV/n, prove the quasi reversible behaviour in the two elec-
trocatalytic biosensors [28]. On the other hand, it can also be
observed that the reduction currents start at 300 and 330 mV for
LAC, and LAC-TYR-based biosensors, respectively; these val-
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Fig. 4. (A) Effect of scan rate on the cyclic voltammograms (from inner to outer curves) of the dual LAC-TYR-Nafion/Sonogel-Carbon biosensor, from 50 to
500 mV s~!. (B) Dependence of peak potentials versus scan rate in logarithmic scale. Condition as in Fig. 1.
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ues are more negative than others reported for similar Laccase:
around 550 mV at pH 3.5 for Trametes Ochrasera, and Tram-
etes Hirsuta Laccases entrapped at a HOPG electrode surface
[31], and around 450 mV at pH 5.5 for Polyperous versicolor
Laccase adsorbed on the surface of a pyrolytic graphite elec-
trode [16]. Moreover, the quasi-reversible couple that appears
for our two biosensors is similar to that reported by Lee et al.
[16], when 2,9-dimethyphenanthroline was added to the sup-
porting electrolyte, and also similar to that shown for Laccase,
from Trametes Hirsuta, immobilized on a bare gold electrode in
aerated citrate—phosphate buffer at pH 4 [32].

Figs. 3(A) and 4(A), show, respectively, the cyclic voltammo-
grams of the two biosensors at different scan rates, from 0.05 to
0.5V s~!. The anodic and cathodic peaks show linear increase in
current intensity with scan rate, thus indicating a surface control
electrode process (data not shown). The average covered surface
can be calculated from the Faraday’s law as follows: Q =nFA I y;
where Q is the integrated peak value, A is the surface elec-
trode (0.0103 cm?), and 7 is the number of transferred electrons
assumed equal to 4, so this is the number of electrons necessary
to reduce the molecular oxygen near the 7>/T3 cluster site of
active enzymes. From the cathodic peaks recorded at a scan rate
of 0.5Vs~!, values of 1.7 x 10719 and 1.9 x 107! mol cm—2
for LAC and dual LAC-TYR-based Sonogel-Carbon biosensors,
respectively, were obtained. These values are much higher than
that obtained by a saturated pyrolytic graphite electrode surface
with Polyperous versicolor Laccase [16], which indicates the
performance of our immobilization matrix and electrode, tak-
ing into account the similar mass for the two Laccase enzymes
(about 70 kDa).

The most important parameter for use as a criterion in inves-
tigating the bioamplification procedure is the electron-transfer
rate constant kgt, which quantifies the direct electron-transfer
efficiency in the two cases. Laviron’s model [33] for a diffu-
sionless electrochemical system has been used to determine this
parameter, which makes it possible to deduce the transfer coef-
ficient and the rate constant of an electrochemical reaction from
the experimental study of the variation of the potential peak as
a function of the scan rate. Figs. 3(B) and 4(B), show the linear
dependence of the anodic and cathodic potential peaks on scan
rate in logarithmic scale. According to the Laviron’s criterion,
when nAE, >200mV, the transfer coefficient o can be deter-
mined from the slope of the representation E}, = f(log (v)) which
equals —2.3RT/anF and 2.3 RT/(1 — a)nF for the cathodic and
anodic peaks, respectively, and kgt can be obtained from the
following equation:

log (kgr) = alog (1 — ) + (1 — ) log ()

RT nFAE,
—log| — | —a(l — )
nFv 2.3RT

From these, we calculated o =0.64 and kgt 6.19s~! for the
Laccase biosensor, and 0.67 and 8.52 s~ ! for the dual enzymes
biosensor. As expected, the bioamplification does not affect the
transfer coefficient and possibly reflects that the active sites
present in the dual enzymes layer and in the individual enzyme

layer do not differ qualitatively between the two cases. In addi-
tion, the kgt values reported here for both cases are close to
those obtained with Coriolus versicolor Laccase monolayer cov-
ering a pyrocarbon surface electrode [15], and lower than that
obtained with Laccase, from the same origin, immobilized on
highly dispersed colloidal graphite or carbon black [19].

3.4. Effect of organic mediator

Fig. 5(A), shows the voltammograms of the two biosen-
sors when a 0.5mM concentration of gallic acid was added
in the electrochemical cell. As expected, the shape of the
voltammograms changes completely from the unmediated
voltammograms: the change can be summarised as the shift of
the oxido-reduction peaks to positive potentials, and the appear-
ance of the catalytic wave at a potential beyond —50 mV. The
current collected in the catalytic wave, the origin of which is the
reduction of the enzymatic product, is larger in the case of the
dual enzymes modification than that obtained for the individual
Laccase modification, and indicative of the signal bioamplifica-
tion. Moreover, it is important to note that gallic acid is not an
ideal substrate for Tyrosinase. Thus, in our investigation in this
context, we found that the sensitivity of the LAC-based biosen-
sor to gallic acid is 100 times stronger than that shown by the
TYR-based biosensor and the response of the dual electrode is
stronger than the sum of the responses of individual LAC and
TYR-based biosensors [27].

Although this amplification has already been reported, the
mechanism has not yet been adequately elucidated. Our results,
especially the En, potential, the average of covered surface
and the calculated kg for the two biosensors, may demonstrate
that this amplification can also be manifested in catalytic bio-
electroreduction of oxygen as well as in the DET manifested in
all cases.

In the catalytic cycle of the two enzymes, oxygen is reduced to
water without the intermediate formation of hydrogen peroxide
[32]. Furthermore, it has been demonstrated that the presence of
H>0, increases the oxy-Tyrosinase content for Tyrosinase and
the peroxide-level intermediate for Laccase [29]. Based on these
findings, a speculative explanation of this signal amplification
has been reported, in the generation of HyO between the two
enzymes [2,6]. To check this assumption, we added peroxide
to the solution in the case of TYR and LAC-based individual
enzyme electrodes. In the presence of gallic acid no significant
changes in the current was observed in the voltammogram for
the individual TYR-based biosensor, because of the low sen-
sitivity of this enzyme to gallate, although in the presence of
catechol, as prototype substrate of this enzyme, the current reg-
istered at potential of —200 mV was amplified by approximately
30% compared with that without peroxide, and the irreversible
peak was not changed, as seen in Fig. 5(B). On the other hand, the
voltammograms for the individual LAC biosensor in the pres-
ence of gallic acid and peroxide displayed significant changes,
as shown in Fig. 5(C). These changes are an amplification of the
current of the peaks, the displacement of their potentials, and
the variation in the waveform with an increase in the catalytic
current up to the potential of about —200 mV.
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Fig. 5. Cyclic voltammograms of: [A] LAC-Nafion/Sonogel-Carbon (a), dual
LAC-TYR-Nafion/Sonogel-Carbon (b) in absence of peroxide, [B] TYR-
Nafion/Sonogel-Carbon in absence (a) and presence (b) of peroxide, and [C]
LAC-Nafion/Sonogel-Carbon in absence (a) and presence (b) of peroxide. Con-
dition: aerated acetate pH 5 buffer solution, 0.01 mM of peroxide for [B] and
[C], 0.5 mM gallic acid for [A] and [C], and 0.5 mM of catechol for [B], scan
rate 100mV s~

These results confirm a relative favourable effect on the cat-
alytic cycle of the two enzymes, depending on the nature of the
substrate, although this is not sufficient to give a clear response to
the question: At what stage of the catalytic cycles of the enzymes
does the peroxide have this effect? Nor do the results illustrate
unequivocally the mechanism of the signal amplification in the
case of dual enzymes electrode.

However, considering all the collective results accumulated
in this research, we can postulate three hypotheses. The first
hypothesis is that the generation of peroxide, which is also
observed in the catalyzed TYR system, increases the interme-
diate peroxide-level in the LAC cycle, and this promotes a
reduction of oxygen by this enzyme; the amplification of the
parameter in the DET and the increase in the current of the peaks
observed in Fig. 5(C) serve as the basis for this hypothesis. The
second hypothesis is that the effectiveness of the TYR biocatal-
ysis is promoted by a radical phenol, as well as by the peroxide
generated by LAC; the relatively favourable effect of HyO, on
the catalytic wave in Fig. 5(B) is proof of that. Finally, simple
explanations could be based on the data obtained in the charac-
terization study of the surface and/or the use of the crosslinkage
procedure to immobilize the enzymes in both biosensors. The
increase in the protein quantity in the dual biosensor compared
to that used for the individual one conserving the same per-
centage of glutaraldehyde can protect the enzymes from the
undesirable desnaturation caused by inter-crosslinkage phenom-
ena and also increase the sensitivity of the resulting biosensor.
The roughness, together with the considerable gain in the sur-
face area, demonstrated for the dual enzyme-based sensor (see
table in Fig. 1) might be advantageous for mass transfer or for
redox cycle-based amplification. In an attempt to confirm this
third possible explanation, amperometric measurements were
performed with three biosensors (TYR, LAC, and dual enzyme-
based biosensors) in the presence of Ferulic acid. No response
was obtained for the TYR-based biosensor, as a consequence
of the ortho-occupation in this substrate; nevertheless, bioam-
plification phenomenon was observed in the case of the dual
enzymes based biosensor, with an increase in the sensitivity and
a decrease in the apparent Michaelis—Menten constant, when
compared with the response of the individual Laccase biosensor.

Although the definitive confirmation of one of these mech-
anisms is not easy, the use of a multi-transducer could help to
elucidate it, especially by proving the two first explanations, but
this strategy is considerably limited by the distance between the
active centres of the two different enzyme-based biosensors [6].

Acknowledgements

The authors are grateful to the FEDER (Fondo Europeo de
Desarrollo Econémico y Regional) and the Ministerio de Edu-
cacién y Ciencia of Spain (Project CTQ2007-6753/BQU), to
the Junta de Andalucia for financial support, and to the Agencia
Espafiola de Cooperacion Internacional (AECI) for a grant to
Mohammed ElKaoutit.

References

[1] A.L Yaropolov, A.N. Kharybin, J. Emnéus, G. Marko-Varga, L. Gorton,
Anal. Chim. Acta 308 (1995) 137.

[2] S. Cosnier, I.C. Popescu, Anal. Chim. Acta 319 (1996) 145.

[3] S.C. Chang, K. Rawson, C.J. McNeil, Biosens. Bioelectron. 17 (2002)
1015.

[4] R.S. Freire, S. Thongngamdee, N. Duran, J. Wang, L.T. Kubota, Analyst
127 (2002) 258.

[5] D. Quan, Y. Kim, W. Shin, Bull. Korean. Chem. Soc. 25 (2004) 1195.



M. ElKaoutit et al. / Talanta 75 (2008) 1348—1355 1355

[6] H. Notsu, T. Tatsuma, J. Electroanal. Chem. 566 (2004) 379.

[7] M.J. Eddowes, H.A.O. Hill, J. Chem. Soc. Chem. Commun. (1977) 771.

[8] P. Yeh, T. Kuwama, Chem. Lett. (1977) 1145-1148.

[9] L. Gordon (Ed.), Biosensors and Modern Biospecific Analytical Tech-
niques, Elsevier, Amsterdam, 2005, Ch. 5.

[10] EA. Armstrong, H.A.O. Hill, N.J. Walton, Acc. Chem. Res. 21 (1988) 407.

[11] S. Shleev, J. Tkac, A. Christenson, T. Ruzgas, A.I. Yaropolov, T.W. Whit-
taker, L. Gorton, Biosens. Bioelectron. 20 (2005) 2517.

[12] A. Christenson, N. Dimcheva, E.F. Ferapontova, L. Gorton, T. Ruzgas, L.
Stoica, S. Shleev, A.L. Yaropolov, D. Haltrich, R.N.F. Thornely, S.D. Aust,
Electroanalysis 16 (2004) 1074.

[13] E.E. Ferapontova, Electroanalysis 16 (2004) 1101.

[14] M.R. Tarasevich, Y.G. Chirkov, V.B. Bogdanovskaya, A.V. Kapustin, Elec-
trochem. Acta 51 (2005) 418.

[15] M.A. Osina, V.A. Bogdanovskaya, B.N. Efremov, Russ. J. Electrochem.
38 (2002) 1082.

[16] C.W. Lee, H.B. Gray, F.C. Anson, B.G. Malmstrom, J. Electroanal. Chem.
172 (1984) 289.

[17] 1.V. Berezin, V.A. Bogdanovskaya, S.D. Varfolomeev, M.R. Tarasevich,
A.L Yaropolov, Dokl. Akad. Nauk SSSR 240 (1978) 615.

[18] M.R. Tarasevich, A.I. Yaropolov, V.A. Bogdanovskaya, S.D. Varfolomeev,
Bioelectrochem. Bioenerg. 6 (1979) 393.

[19] M.R. Tarasevich, V.A. Bogdanovskaya, L.N. Kuznetsova, Russ. J. Elec-
trochem 37 (2001) 833.

[20] C.E.W. Hahn, H.A.O. Hill, M.D. Ritchie, J.W. Sear, J. Chem. Soc., Chem.
Commun (1990) 125.

[21] M. Tsionsky, G. Gun, V. Glezer, O. Lev, Anal. Chem. 66 (19941747).

[22] G. Oskan, P.C. Searson, J. Phys. Chem. B 102 (1998) 2464.

[23] J.L. Hidalgo-Hidalgo de Cisneros, M.M. Cordero-Rando, I. Naranjo-
Rodriguez, O.E. Blanco, F.L. Esquivias, Patent P200100556, Spain, March
2001.

[24] M.M. Cordero-Rando, J.L. Hidalgo-Hidalgo de Cisneros, E. Blanco, 1.
Naranjo-Rodriguez, Anal. Chem. 74 (2002) 2423.

[25] M.M. Cordero-Rando, I. Naranjo-Rodriguez, J.M. Palacios-Santander,
L.M. Cubillana-Aguilera, J.L. Hidalgo-Hidalgo de Cisneros, Electronalysis
17 (2005) 806.

[26] M. El Kaoutit, I. Naranjo-Rodriguez, K.R. Temsamani, J.L. Hidalgo-
Hidalgo de Cisneros, Biosens. Bioelectron. 22 (2007) 2958.

[27] M. ElKaoutit, I. Naranjo-Rodriguez, K.R. Temsamani, M.D. De la Vega,
J.L. Hidalgo-Hidalgo de Cisneros, J. Food. Agric. Chem 55 (2007)
8011.

[28] A.J. Bard, L.R. Faulkner, Electrochemical methods fundamentals and
applications, second ed., John Willy & Sons, Inc., New York, 2001.

[29] E.I. Solomon, U.M. Sundaram, T.E. Machonkin, Chem. Rev. 96 (1996)
2563.

[30] J.N. Rodriguez-Lopez, J. Tudela, R. Varon, F. Garcia-Carmona, F. Garcia-
Canovas, J. Biol. Chem. 267 (1992) 3801.

[31] S. Shleev, A. Jarros-Wilkolazka, A. Khalumina, O. Morozova, A.
Yarolopov, T. Ruzgas, L. Gorton, Bioelectrochemistry 67 (2005) 115.

[32] S. Shleev, M. Pita, A. Yaropolov, T. Ruzgas, L. Gorton, Electronalysis 18
(2006) 1901.

[33] E. Laviron, J. Electroanal. Chem. 101 (1979) 19-28.



Available online at www.sciencedirect.com

ScienceDirect

Talanta

ELSEVIER

Talanta 75 (2008) 11841189

www.elsevier.com/locate/talanta

Phthalates determination in physiological
saline solutions by HPLC-ES-MS

C. Pérez Feas, M.C. Barciela Alonso, E. Pefia-Vazquez,
P. Herbello Hermelo, P. Bermejo-Barrera *
Department of Analytical Chemistry, Nutrition and Bromatology, University of Santiago de Compostela,
Santiago de Compostela 15782, Spain

Received 14 September 2007; received in revised form 2 January 2008; accepted 9 January 2008
Available online 19 January 2008

Abstract

Phthalates are a group of chemical compounds with increasing interest from the analytical point of view. The risks for human health associated
with some of these compounds have unleashed the necessity to develop analytical methods with great sensitivity that allow us to detect their
presence at trace levels in order to assure protection for the population.

A simple and rapid method for determining a group of phthalate esters in aqueous samples was developed. The method was based on high-
performance liquid chromatography—(electrospray)-mass spectrometry (HPLC-ES-MS), working in positive ionisation (PI) mode. A gradient
elution was performed with acetonitrile—ultrapure water starting from 5 to 75% acetonitrile in 5 min followed by isocratic elution during 5 min.
Standard calibration curves were linear for all the analytes over the concentration range 10-500 ng mL~! .The LOD values found for DMP, DEP,
BBP and DBP were 0.8, 3.4, 0.6 and 1.2ngmL~! respectively. The relative standard deviation ranged from 0.8 to 1.7%, which indicated good
method precision.

The proposed analytical method has been applied to the analysis of commercial physiological saline solutions in order to check the presence of

phthalates and to determine their concentration.
© 2008 Published by Elsevier B.V.

Keywords: Phthalates; HPLC-ES-MS; Physiological saline solutions

1. Introduction

Diesters of phthalic acid, commonly referred to as phthalates,
are a group of chemical compounds widely used in industry and
commerce due to their large variety of uses. Because of their
properties to improve softness and flexibility to the plastics they
are used mainly as plasticizers to give products to consumer and
industry versatiles, durables and accessibles such as medical
devices, children’s toys and all kind of packaging. Furthermore,
phthalates are also used as industrial solvents and lubricants, as
additives in textile industry and pesticides and also in personal
care products such as deodorants, lotions and perfumes, to retain
the colour and fragrance [1-4].

Approximately 93% of all plasticizers are phthalates, the
remaining 7% corresponding to esters and polyesters based

* Corresponding author.
E-mail address: pbermejo@usc.es (P. Bermejo-Barrera).

0039-9140/$ — see front matter © 2008 Published by Elsevier B.V.
doi:10.1016/j.talanta.2008.01.019

on adipate, phosphoric acid, sebacic acid, etc. [1]. The world
production of these compounds is estimated at several million
tonnes per year. Phthalates are not chemically bound in the plas-
tics; therefore, they can be lost from plastic and released to the
environment [5].

Consistent toxicological evidence indicates association
between several of these phthalate esters and risks for human
health and the environment. In particular, dibutyl phthalate
(DBP), butyl benzyl phthalate (BBP), and di-(2-ethylhexyl)
phthalate (DEHP) are in the list of the proposed substances sus-
pected to produce endocrine alterations published by European
Union (EU) [6].

Section 307 of the US Clean Water Act establishes that
dimethyl phthalate (DMP), diethyl phthalate (DEP), butyl ben-
zyl phthalate, dibutyl phthalate, di-(2-ethylhexyl) phthalate and
dioctyl phthalate (DOP) must be considered priority toxic pollu-
tants [7]. These concerns have been further aggravated by recent
analysis of human blood and urine samples, where traces of var-
ious phthalates (or their metabolites) have been found [8,9]. For
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these reasons, the interest in the study of this type of chemical
substances has increased during the last few years, and there-
fore it is essential to develop a reliable and sensible analytical
method that allows us to determine and quantify this group of
compounds at trace levels.

Several methods have been developed for their determination
in different matrices, including water (drinking water, surface
water, wastewater), soil, sediment, sludge, dust, air and biota
(vegetation, milk, fish, etc.) [2,10-12].

The analysis of phthalic acid esters is mostly performed
by gas chromatography (GC) [13—17]. Generally, GC methods
present better sensibility than HPLC methods, although depend
on the pre-treatment step, the instrumental conditions and the
sample matrix [6]. High-performance liquid chromatography
(HPLC) can be used as an alternative technique and is espe-
cially useful for analysis of isomeric mixtures and metabolites
of phthalates without derivatisation [18].

Phthalates can be detected using UV detection [8,19-21],
flame ionisation detection (FID) [22,23], electron capture detec-
tion (ECD) [24] or mass spectrometry (MS) [10,11,25,26]. Some
official methods (US EPA methods 606 and 8060) describe the
use of ECD for the phthalate determination. Although ECD
detectors are relative sensitive for phthalates, the specificity is
restricted. The most important detector for phthalate analysis is
mass spectrometric detection. All types of MS analysers, includ-
ing quadrupole analysers, triple quadrupole analysers, ion traps
and magnetic sector instruments have been used for phthalates
determination [27].

The major problem in phthalate analysis is the contamination,
resulting in false positive results or over-estimated concentra-
tions. The risk of contamination is present in the whole analytical
scheme, including sampling, sample preparation and chromato-
graphic analysis. Due to the fact that phthalates are widely used,
they are present in air, water, and organic solvents and plastic
and adsorbed on glass or other materials [27].

A recent study carried out by Reid et al. [28] shows significant
quantities of phthalates from various components commonly
found in the environmental of analytical laboratory. Conse-
quently, plastic syringes, pipette tips, plastic filters and all type
of plastic material must be avoided, and glass material must be
used instead. Once plastic materials containing phthalates are
avoided, the main source of contamination are phthalates present
as vapours or part of the particulate matter in air, contaminating
all surfaces, particularly glassware, plastic objects and our skin
[29].

As aresult of the contribution of all these sources of contam-
ination, the experiments to reduce its produce confusing results
because, the sources of contamination vary from one laboratory
to another and depend on factors such as season, weather and
ventilation of the laboratory [29].

Different cleaning methods have been proposed to avoid the
contamination problems due to the phthalates from the material
used in the laboratory. In all of them glass material is rinsed with
organic solvents after a rigorous washing [11,30-35].

The aim of this work is to develop a method for phthalates
determination presents in trace levels in physiological saline
solutions, using HPLC-ES-MS.

2. Experimental
2.1. Reagents and standards

All reagents used were of analytical reagent-grade. Dimethyl
phthalate and butyl benzyl phthalate were obtained from Supelco
(Bellefonte, PA, USA). Diethyl phthalate and dibutyl phthtalate
were obtained from Riedel-de Haén (Seelze, Germany). The
purity of these reagents was over 98%.

Lichrosolv gradient grade acetonitrile and methanol were
purchased from Merck (Darmstadt, Germany). Technical-grade
acetone and acetic acid glacial (HPLC) for instrumental analy-
sis were purchased from Panreac (Barcelona, Spain). Ultrapure
(resi-analyzed) water for environmental inorganic and organic
trace analysis was supplied by J.T. Baker (Phillipsburg, NJ,
USA).

Individual standard solutions of each phthalate ester at a con-
centration of 1000 mg L~! were prepared in methanol, preserved
of light and stored at 4 °C in a Teflon-capped glass vial. From
these solutions, a working mixture in methanol was prepared
weekly containing all standards of concentration 100 mgL~!
each. All the working solutions were prepared daily by diluting
this solution.

Special care was taken to avoid the contact of reagents and
solvents with plastic materials. In order to reduce background
contamination, all glassware was cleaned prior to the analysis
according to the recommendations specified in EPA method 506.
All material was washed with hot water and soap, rinsed with tap
and ultrapure water and finally thorough rinsed with technical-
grade acetone. Then, glassware was sealed with aluminium foil
and stored in a clean environment to avoid adsorption of phtha-
lates from the air.

2.2. Instrumentation

Phthalates separation and quantification was carried out using
liquid chromatography/electrospray ionisation-mass spectrom-
etry system.

The HPLC system used was an 1100 Series equipped with
an automatic injector (Agilent Technologies, Waldbronn, Ger-
many) that is coupled to an API 150 EX single quadrupole
mass spectrometer equipped with a Turboionspray interface (PE
Biosystems, Concord, Canada).

The analytical column was a ZORBAX Eclipse XDB-Cg
of 50 mm length and 2.1 mm internal diameter (particle size
3.5 pm) supplied by Agilent Technologies.

2.3. Chromatographic and mass spectrometry conditions

The binary mobile phase consisted of ultrapure water and
acetonitrile, both solvents containing 0.1% (v/v) acetic acid. The
elution gradient started with 95% of ultrapure water, which was
reduced linearly to 25% in 5 min. Then, this composition was
maintained for 5 min before returning to the initial conditions.
The column was equilibrated for 10 min.

The flow rate and the injection volume were
200 pL min~'and 10pL, respectively and the chromato-
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Table 1
Optimal values of the compound parameters for the four phthalates studied
Compound Acronym mlz Potentials

DP FP EP
Dimethyl phthalate DMP 163.25 40.38 73.87 8
Butyl benzyl phthalate BBP 91.15 25 225 6
Diethyl phthalate, dibutyl phthalate DEP, DBP 149.05 25 290 8.5

graphic separation was carried out at room temperature. Under
these conditions the separation time was less than 10 min.

Electrospray ionisation was performed in positive ion mode.
The operational parameters were the same for all of analytes
with an ionspray voltage of 5500 V; nitrogen was used as neb-
ulizer and curtain gas at a pressure of 14 psi in both cases; air
current at 450 °C and 7000 cc min~—! was used as turbo heater
gas.

The compound parameters such as declustering potential
(DP), focusing potential (FP) and entrance potential (EP) were
optimized for each analyte. The optimal conditions are shown
in the Table 1.

2.4. Sample preparation

Samples were injected directly in the chromatograph, it
wasn’t necessary any sample preparation process.

3. Results and discussion
3.1. ES-MS optimization

Four phthalate esters (DMP, DEP, BBP and DBP) were
selected for this study.

To evaluate the mass spectral fragmentation pattern of each
compound and to optimize the set of parameters used, a stan-
dard solution (100 mg L) of each compound was analyzed by
direct injection in the spectrometer. For these experiments, a KD
Scientific, model 100, syringe pump (New Hope, MN, USA) at
15l min~!, was used.

Full-scan data acquisition was performed from 80 to 400 m/z,
with the target mass fixed to the following m/z values: 91.15
for BBP, 149.05 for DEP and DBP and 163.25 for DMP. The
spectral data provided ions in accordance with previous stud-
ies reported in literature [2,15,16,36,37]. The selected ions were
chosen to attain the best response in the SIM mode acquisi-

3.2. Optimization of HPLC separation

After optimizing the detection conditions, the following
experiments were conducted to optimize the chromatographic
separation of the analytes.

Experiments were carried out using different mobile phases
reported in the literature (methanol:water [38], acetoni-
trile:water [20], acetonitrile (1%methanol):water [21]), working
in isocratic mode. The best resolution was obtained using ace-
tonitrile:-water as a mobile phase. These results agree with
the experiments developed by Lépez-Jiménez et al. [10]. In
order to improve the resolution and to decrease the time of
analysis, different experiments were carried out working in
gradient mode. The best results were obtained started with
95% of ultrapure water and decreasing this percentage to 25%
in Smin. Then, this composition was maintained for 5 min
before returning to the initial conditions. Finally, the col-
umn was equilibrated during 10 min before each injection.
Other parameters optimized were the percentage of acetic
acid and the flow rate of the mobile phase. The optimal
conditions were 0.1% (v/v) acetic acid and a flow rate of
200 pL min~!.

The chromatogram obtained for a mixed of these compounds
under the optimized conditions is shown in the Fig. 1.

3.3. Analytical performance

To evaluate the linearity of the method, a direct calibration
curve was realized. Ten microliters of standard solutions in ultra-
pure water with concentrations ranging from 10 to 500 ng mL~!
were injected by triplicate. Detector signals, measured in arbi-
trary units (peak areas), were plotted versus the amount of
analyte injected, expressed in ngmL~! and background levels
were subtracted from de results. The equations obtained for each
compound were as follows:

tion. Characteristics as molecular weight, identification ions and DMP:  Qp =46399C + 377217 r =0.9964

retention time corresponding to these compounds are given in

Table 2. DEP: QA =1784C + 16643 r =0.9987

Table 2

Molecular weight, selected ions and retention time to the analysis of the target phthalates

Phthalate Molecular weight SIM ion Identification ions RT (min)
Dimethyl phthalate 194 163 149, 163, 181 6.90
Diethyl phthalate 22224 149 149, 177, 195 7.59
Butyl benzyl phthalate 312.40 91 91, 149, 205, 223, 247 9.18
Dibutyl phthalate 278.35 149 149, 205, 223 9.44
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§ 1 50E+05 1 Phthalate Linear range Correlation LODs LOQs
_é‘ (ng mL~! ) coefficient (r) (ng mL~! ) (ng mL~! )
g 1.00E+05 1 DMP 10-500 0.9998 0.99 3.29
£ DEP 10-500 0.9979 22.13 73.78
S.00E+04 1 BBP 10-500 0.9988 532 17.73
Lo x| DBP 10-500 0.9985 24.07 80.23
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o DEP ..
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where S.D. is the standard deviation of 11 measurements of a
@ 1.00+05 1 blank and m is the slope of the addition graph. The commercial
< 8.00E+04 physiological saline solution purchased in a glass bottle was
-g 6.00E+04 | used as a blank. The results obtained for LODs and LOQs are
g shown in the Table 3. As can be seen in the Table 3, LODs are
= 4.00E+04 1 between 0.99 and 24.07 ngmL~! for all compounds, and the
2.00E+04 highest levels obtained were for DEP and DBP.
BRSO To check the precision an interday assay was developed.

55 6 65 7 75 8 85 9 95 10
Time (min)

Fig. 1. LC/MS extracted ion chromatogram obtained from a standards solution
(100ng mL~!) in a physiological saline sample purchased in a glass bottle to
the following m/z values: (a) 163.25 for DMP, (b) 149.05 for DEP and DBP, and
(c) 91.15 for BBP.

BBP: Qa =18218C+ 153056 r = 0.9978

DBP: QA =5166C + 66474 r =0.9963

where Qj is the peak area and C'is the concentration inng mL ™.

Standard addition method was applied over the same range of
concentrations using a commercial physiological saline solution
purchased in a glass bottle. The equations obtained for each
compound were as follows:

DMP: Qa =12334C + 12308 r =0.9998
DEP: Qa=114C+ 1686 r =0.9979
BBP: QA =15319C—-20441 r =0.9988
DBP: QA =639C —8128 r =0.9985

A physiological saline solution sample purchased in a glass
bottle and spiked with three concentration levels (50, 100 and
300 ng mL~") were analyzed during different days (six determi-
nations per concentration each day) for all compounds studied.
The results obtained are shown in the Table 4. The R.S.D. values
were between 1.9 and 10.9% so, the method is precise for all
studied compounds.

The recovery of the method was evaluated by injection of the
physiological saline solution purchased in a glass bottle spiked
with three different concentrations of these compounds. The
solutions were injected by triplicate and the recovery calcu-
lated using the standard addition graph. The results obtained
are shown in Table 5. The average recoveries were 101.5%,
94.7%, 108.3% and 101.4% for DMP, DEP, BBP and DBP,
respectively.

Table 4
Relative standard deviation (%) obtained for three concentration levels (based
on six determinations) in interday assay

Phthalate R.S.D. (%)
50ngmL~! 100 ngmL~! 300 ng mL~!
DMP 10.9 35 3.6
DEP 8.0 4.5 4.1
BBP 5.6 6.2 22
DBP 5.1 75 1.9
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Table 5
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Recovery percentage for physiological saline solutions =+ standard deviation

Phthalate % Recovery

50ng mL~! 100ng mL~! 300 ng mL~!
DMP 103.7 £ 1.4 1054 £ 1.0 95.0 £ 1.2
DEP 89.7 £33 99.5 £ 3.5 95.1 £3.1
BBP 111.3 £95 1042 £2.0 109.5 £ 1.5
DBP 105.8 £ 2.7 89.8 £ 2.1 108.7 £ 3.5
Table 6

Concentrations (ngmL~") & standard deviation (based on three replicates)
found in different physiological saline solutions

Physiological saline solutions DMP DEP BBP DBP

Brand A S+1 335+5 <LOD 50£2
Brand B <LOD <LOD <LOD <LOD
Brand C <LOD <LOD S5+1 <LOD
Brand D 153+2 <LOD <LOD <LOD

<LOD: lower than the detection limit.

6.00E+04
5.00E+04 |
4.00E+04 |
3.00E+04 | bmP
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Fig. 2. LC/MS extracted ion chromatogram obtained from brand A physiolog-
ical saline solution to the following m/z values: (a) 163.25 for DMP, (b) 149.05
for DEP and DBP, and (c) 91.15 for BBP.

3.4. Application to physiological saline solutions

The proposed analytical method has been applied to the
analysis of four commercial physiological saline solutions in
order to check the presence of these phthalates and to deter-
mine their concentration. Samples were injected directly in the
chromatograph, it wasn’t necessary any sample preparation pro-
cess.

The original recipients containing three of these physiologi-
cal saline solutions were made from plastic material. The other
one was in a glass bottle. The phthalate esters are used in the man-
ufacture of the plastic recipients, so the influence of the material
on the concentration of the phthalates has been evaluated.

Physiological saline solutions were analyzed in order to ver-
ify the presence of different peaks at the same retention time as
the compounds studied. Some peaks appeared at the retention
times corresponding to DMP, DEP, BBP and DBP. The spec-
tra of these peaks confirmed that they correspond to these four
phthalates.

The results obtained for these phthalates in the four samples
are given in the Table 6. The levels of these compounds in the
brand B, was less than the LODs of the method. The absence
of these compounds in this sample can be attributed to that this
sample is distributed in a glass bottle. Fig. 2 shows the LC/MS
ion chromatograms obtained from brand A of physiological
saline solution.

4. Conclusions

A method for the determination of different phthalates by
HPLC-ES-MS was developed. The method is rapid (the separa-
tion and determination was realized in less than 10 min), precise
and accurate.

Four commercial physiological saline solutions from differ-
ent brands were analyzed using the proposed method. The results
shown, that these compounds are present only in the samples
distributed in plastic bottles. In physiological saline solution
distributed in glass bottle, these compounds were not detected
(<LODs).
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Abstract

Biological sensing is explored through novel stable colloidal dispersions of pyrrole-benzophenone and pyrrole copolymerized silica (PPy-
Si0,-PPyBPh) nanocomposites, which allow covalent linking of biological molecules through light mediation. The mechanism of nanocomposite
attachment to a model protein is studied by gold labeled cholera toxin B (CTB) to enhance the contrast in electron microscopy imaging. The
biological test itself is carried out without gold labeling, i.e., using CTB only. The protein is shown to be covalently bound through the benzophenone
groups. When the reactive PPy-SiO,-PPyBPh-CTB nanocomposite is exposed to specific recognition anti-CTB immunoglobulins, a qualitative
visual agglutination assay occurs spontaneously, producing as a positive test, PPy-SiO,-PPyBPh-CTB-anti-CTB, in less than 1 h, while the control
solution of the PPy-SiO,-PPyBPh-CTB alone remained well-dispersed during the same period. These dispersions were characterized by cryogenic
transmission microscopy (cryo-TEM), scanning electron microscopy (SEM), FTIR and X-ray photoelectron spectroscopy (XPS).

© 2008 Elsevier B.V. All rights reserved.

Keywords: Gold labeling; Silica; Nanocomposites; Immunodiagnostics; Cryo-TEM; XPS

1. Introduction

Immunodiagnostics are testing methods that harness an
antigen—antibody binding reaction to measure, or simply iden-
tify the presence of one of these naturally occurring components
within a physiological fluid or cytologic/histologic specimen.
Such procedures have become an essential tool in the identifi-
cation of metabolic and disease markers.

Methods such as radioimmunoassays (RIA) [1], enzyme
immuno assays (EIA) and enzyme-linked immunosorbent
assays (ELISA) [2,3] are widely used for immunoassay diagnos-
tics, but require handling radioactive materials or sophisticated
equipment such as a scintillation counter, UV-vis spectrometers

* Corresponding author at: Department of Chemical Engineering, Ben-Gurion
University of the Negev, 84105 Beer-Sheva, Israel.
E-mail address: oregev@bgu.ac.il (O. Regev).

0039-9140/$ — see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.01.060

or sophisticated luminometers or fluorometers. Another immun-
odiagnostic tool in development is the immunosensor, which
usually couples immobilized biospecific recognition entities to
the surface of a transducer. The latter transduces a molecular
recognition event into a measurable electric signal [4] such as
in the case of fiber-optic or amperometric [5] immunosensors.
However, in the preparation of biosensors the immobilization of
biospecific entities onto the transducer [6], be it an electrode, a
piezoelectric crystal or optical fiber, is a key feature requiring
improvement by way of better characterization methods such
as those proposed here in devising an alternative immunoassay
device.

Polypyrrole-coated polystyrene latex and particularly silica
particles were extensively studied in the last years as they are
potentially useful in immunodiagnostics. Latex agglutination
tests [7] and hemagglutination [8] are very popular in clinical
laboratories. These tests have been applied to the detection of
over 100 infectious diseases, and many other applications are
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currently available. In agglutination assays, the visible phase of
the reaction is enhanced by binding one of the reactants to a solid
phase such as latex beads [9—11], red blood cells, or as will be
demonstrated here, to an alternative medium PPy-SiO,-PPyBPh
“raspberries”. Particle immunoassays add sensitivity by enhanc-
ing surface area and visibility. By linking several antigens to the
particle, the particle is able to bind many antibody molecules
simultaneously. This greatly accelerates the speed of the visible
reaction, and allows rapid and sensitive detection of antibodies
(markers of diseases).

Molecular recognition receptors are usually prepared by
immobilizing antigens or antibodies onto a substrate material,
by either physical adsorption or covalent binding. Since physi-
cal adsorption is weak it is desirable to immobilize biomolecules
of interest by covalent binding to the carrier surface. Addition-
ally, the specific activity of these nanocomposites-based immuno
reagents can be enhanced by binding ligands through intervening
spacer molecule, especially to regions isolated from the binding
site [12].

There are many methods to covalently bind bioreceptors
to particles via surface treatment of the particles through
chemical functionalization so as to facilitate analyte attach-
ment and to increase binding stability. Functional treatments
include carboxylation, amidation, amination, hydroxylation
and even magnetization. Recently, novel ester-functionalized
polypyrrole-silica particles were used for the covalent attach-
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ment of proteins [13]. A photoreactive benzophenone (BPh)
derivative is bound to silica surfaces via a silane anchor.
Fig. 1A describes the elementary steps in the radical photo-
attachment process of benzophenone, which includes: (I) triplet
state excitation, (II) H-abstraction and (III) radical recom-
bination, thus allowing the formation of covalent binding
with different substrates, such as nucleic acids or proteins,
bearing amino acids with sterically accessible C—H bonds
[14-16].

In this study, we utilize benzophenone derivatives to
synthesize novel pyrrole copolymerized silica nanoparticles
(PPy-SiO,-PPyBPh). The combination of the two monomers,
namely Py and PyBPh, allows efficient and strong covalent link-
ing of biological molecules through light mediation (Fig. 1C
and D), respectively. The immobilization of the receptor, (here
cholera toxin B subunit (CTB) used as a model protein), to a
PPy-SiO,-PPyBPh nanocomposite is carried out by the pho-
tochemical linkage to photoreactive benzophenone derivatives
that are bound to the SiO, surfaces (Fig. 1C and D). The
immuno-conjugate is bound through C—H bonds in the spacer
benzophenone molecule, without disruption of its biological
activity. Since the protein molecules have low mass-thickness
and diffraction contrast in electron microscopy, we labeled them
by gold nanoparticles (GNP) having high mass-thickness con-
trast, which makes it then possible to follow the immobilization
process at nanometric resolution.
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Fig. 1. (A) Mechanism for the photochemical reaction of benzophenone with a C—H bond of an amino acid side chain [40] (B) Structure of the pyrrole-benzophenone
monomer. Schematic representation of the: (C) copolymerization process of silica beads with PPy and PPyBPh and (D) photochemical attachment of the CTB subunit
to the polymerized silica bead surface by illumination through the pyrrole-benzophenone-coated silica beads immersed in the antigen solution.
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The resulting nanocomposite dispersion is characterized by
cryo-transmission electron microscopy (cryo-TEM) [17-20], its
morphology is determined by scanning electron microscopy
(SEM) and atomic force microscopy (AFM), while information
about its structure is done by FTIR and its surface chemi-
cal composition by X-ray photoelectron spectroscopy (XPS).
The reactive PPy-SiO,-PPyBPh-CTB nanocomposites are then
tested in a qualitative visual agglutination assay.

2. Experimental section
2.1. Materials

Cholera toxin B subunit (C9903, lyophilized powder), anti-
cholera toxin antibody produced in rabbit (C-3062), pyrrole
(131709, reagent grade, 98%,), and Ludox colloidal silica sol
(HS-30, 30% (w/v) water suspension) were purchased from
Sigma, iron (III) chloride-6-hydrate (31232) and chloroau-
ric acid (520918, >99.9%,) from Aldrich, while sodium
citrate dehydrate (S4641), was purchased from ACS. Tan-
nic acid (Mallinckrodt Baker Inc.) was used as received.
3-(Cyclohexylamino)-1-propane sulfonic acid (CAPS) buffer
solution with pH 10.5 (25°C) was purchased from Bio-
Chemika (82607, concentration: 20 mM CAPS). The pyrrole
monomer, functionalized with a photoreactive benzophenone
group (Fig. 1B) was prepared as previously described by
the esterification of the 3-benzoylbenzoic acid with the 1-
(3-hydroxypropyl) pyrrole using the carbodimide method
[21].

2.2. Preparation

2.2.1. Synthesis of 8 nm colloidal gold nanoparticles and
coupling of CTB to form a complex (CTB-Aug)

Colloidal gold particles with a diameter of 8 nm (o= 1.2 nm)
were synthesized by the reduction of chloroauric acid with tri-
sodium citrate and stabilized by tannic acid [22]. 79 ml distilled
water and 1ml 1% (w/v) aqueous gold chloride is added to
solution consisting of 4ml 1% (w/v) tri-sodium citrate-2H» 0O,
0.08 ml of 1% (v/v) tannic acid and 16 ml distilled water. The
mixed a solution was warmed to 60 °C on a hot plate. When
a red color appeared, the mixture was heated up to 95 °C and
finally cooled by ice. The diameters of GNPs were determined
from digital electron micrographs using Digital Micrograph soft-
ware/particles (Version 3.1). Zsigmondy’s test [23] was used
to determine the minimal concentration of protein required for
stabilizing the sols (27 p.g/ml). Thereafter, 1.5 times of the min-
imal concentration of CTB was bound to gold nanoparticles
as previously described [24] to ensure that the GNPs are fully
stabilized. The CTB-Aug complexes were first centrifuged at
70,000 x g for 1h at 4°C (Sorvall Discovery M120 ultracen-
trifuge, S120AT?2 rotor). The supernatant was discarded, leaving
a concentrated red precipitate, which was then re-suspended in
double distilled water and centrifuged several times to wash out
all possible traces of non-adsorbed CTB. Thereafter, the precip-
itate was re-suspended in double distillated water and kept at
4°C.

2.2.2. Labeling confirmation

The samples were negatively stained and examined by TEM
atroom temperature to confirm that CTB was labeled with GNPs.
Glow-discharged (under vacuum) carbon coated film on a copper
EM grid was dipped for 2 min in a sample solution. The grid was
then negatively stained with an aqueous solution of 2 wt% uranyl
acetate for 1 min and washed clean from the uranyl residues.

2.2.3. Synthesis of
poly(pyrrole-benzophenone)/poly(pyrrole)-coated silica
nanocomposites (PPy-SiO,-PPyBPh)

An aqueous dispersion of 100wl of 12nm silica parti-
cles was suspended in 1 ml double distilled water to which
0.5g FeCl3-6H,O oxidant was added, with vigorous stir-
ring into a two-neck 25 ml round-bottom flask with a rubber
septum containing a magnetic stirrer. After degassing with
nitrogen/argon, 10wl Pyrrole monomer and 60wl Pyrrole-
benzophenone monomer (1:1 Pyrrole:Pyrrole-BPh feed ratio
[25] for optimal copolymerization) were injected via a syringe
to the stirred solution and the polymerization allowed to pro-
ceed for 3 h. The coated silica particles were then isolated and
purified by repeated centrifugation—redispersion cycles (succes-
sive supernatants being replaced by deionized water) in order
to remove the unwanted inorganic FeCl, and HCI, produced
during the pyrrole polymerization. The pH of the solution was
adjusted to 10.5 by using CAPS buffer solution before the photo-
immobilization step.

Macroscopic stability is determined by visual inspection and,
direct imaging of the dispersion is carried out via cryogenic-
TEM. No aggregation and precipitation is observed upon a
prolonged standing of 10 month.

2.2.4. Photo-immobilization of the gold labeled-antigen
onto PPy-SiO;-PPyBPh nanoparticles

To produce the desired activation radiation, we used a 100-
W Xe lamp mount (Oriel 6271) connected to a light condenser
(Oriel 66021). The light was reflected through a dichroic mirror
(Oriel 66226). The large spectrum radiation was then condensed
into the monochromator (Oriel 77250) using the appropriate
lens (Oriel, plano-convex lens). Thereafter, a 345 nm wavelength
light output, with a light intensity of 80 mW cm~2, was projected
for 10 min into the solution consisting of PPy-SiO;-PPyBPh par-
ticles and gold labeled protein (CTB-Aug ). The light intensity
was measured by an Ophir Optronics power meter Nova reader,
PD300-UV. The excited polymerized radicals could then bind to
neighboring solvated cholera toxin B subunit, labeled with 8§ nm
colloidal gold particles.

2.2.5. Qualitative visual agglutination test

The new nanocomposites were tested in an immunodiag-
nostic assay: the CTB-coated PPy-SiO,-PPyBPh particles were
used to detect the presence of the corresponding antibodies
by visual agglutination tests (precipitation indicated a positive
test). CTB-decorated nanocomposites were incubated with anti-
CTB. The agglutination test is performed by ocular observation.
Therefore, TEM measurements were not performed and labeling
was not required.
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3. Characterization techniques
3.1. Transmission electron microscopy (TEM)

PPy-SiO,-PPyBPh nanocomposites were imaged using
TEM. Glow-discharged carbon coated film on a copper TEM
grid (lacey carbon, 300 mesh, Ted Pella, Inc.) was dipped
for 2min in the PPy-SiO,-PPyBPh solution and then dried
via blotting. The samples were examined at room tempera-
ture using a FEI Tecnai 12 G> TWIN TEM, and the images
recorded (Gatan model 794 charge-coupled device cameras) at
120k V.

3.2. Cryogenic transmission electron microscopy

Aqueous dispersions of PPy-SiO,-PPyBPh and PPy-SiO;-
PPyBPh-CTB-Aug ,, were imaged using the cryo-transmission
electron microscopy technique. Sample preparation was car-
ried out using a vitrobot [26] at room temperature and 100%
RH. A drop of the solution is deposited on a TEM grid.
The excess liquid is blotted, and the specimen vitrified by
a rapid plunging into liquid ethane pre-cooled to its melting
temperature by liquid nitrogen. The samples were examined
at —178°C using the TEM described above in low-dose
mode.

3.3. Scanning electron microscopy

Scanning electron microscopy was used to obtain informa-
tion about the surface morphology of the polymeric coatings.
Samples for SEM imaging were prepared by placing a droplet
of the PPy-Si0,-PPyBPh dispersion on a lacey TEM grid, which
was then dried. Scanning electron micrographs were obtained
using a JEOL 7400F cold FEG. The accelerating voltage was
set at 3.0kV, and secondary electron images were recorded at
various magnifications.

3.4. Atomic force microscopy

Atomic force microscopy images of PPy-SiO,-PPyBPh were
obtained by using a Nanoscope IV dimension 3100 multi-
mode scanning probe microscope operated in the tapping mode.
One drop of dispersed PPy-SiO,-PPyBPh nanocopmosite was
deposited on the surface of a freshly cleaved silicon wafer, which
was first cleaned by methanol, followed by a snow jet and then
dried with nitrogen. A dry thin layer was accomplished by a spin
coating procedure.

3.5. FTIR characterization of the PPy-SiO>-PPyBPh
nanoparticles

FTIR spectra (KBr disks) for bare silica nanoparticles,
polypyrrole-coated silica and PPy-SiO,-PPyBPh nanoparticles
were obtained using a Nicolet Protégé 460 spectrometer. In
the present study, FTIR spectra were recorded in the range of
800-2000cm™".

3.6. Surface analysis by X-ray photoelectron spectroscopy

The surface composition of copolymerized nanocomposites
of PPy-SiO,-PPyBPh was examined by XPS using a Kratos HS
spectrometer equipped with an Al Ka X-ray source (1486.6eV).
Dried samples were mounted on a powder sample holder and a
flood gun was used in order to minimize the static charging
effects. The X-ray spot size was 500 wm and the pass energy
was set at 80 and 20 eV for survey and high resolution spectra,
respectively. Peak fitting was carried out using a Casa XPS soft-
ware. Spectral calibration was determined by setting the main
Cls component at 285 eV. Sensitivity factors were provided by
the manufacturer.

4. Results and discussion

4.1. Characterization of the PPy-SiO,-PPyBPh
nanocomposites

PPy-SiO,-PPyBPh nanocomposites form macroscopically
stable dispersions of homogeneous dark black solutions.
Cryo-TEM micrographs show (Fig. 2) ~85nm in diameter
“raspberry-like” shaped particle morphology. These consist
of copolymerized PPy-SiO,-PPyBPh nanocomposites prepared
from 12nm silica particles, and trapped within the conduct-
ing pyrrole matrix, as has been previously shown with similar
homopolypyrrole-silica nanostructures [27].

The dry form of PPy-SiO,-PPyBPh particles is imaged by
AFM and SEM (Fig. 3A and B). The average size of nanocom-
posites is found to be 93 & 18 nm, in good aggreement with the
cryo-TEM measurements (Fig. 2). AFM analysis of the PPy-

Fig. 2. Cryo-TEM micrograph of dispersion of the PPy-SiO,-PPyBPh
nanocomposites. Single arrows point at 12 nm silica particles and double arrows
at ~80 nm “raspberry”-shaped nanocomposites.
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Fig. 3. (A) Two- and three-dimensional AFM images of conductive PPy-SiO,-PPyBPh nanocomposites. (B) SEM micrographs of three different magnifications

PPy-SiO,-PPyBPh particles. Scale bar = 100 nm.

SiO,-PPyBPh composites confirms the “raspberry-like” shape
made by the silica nanoparticles.

FTIR spectra confirm the presence of benzophenone groups
in the copolymerized particles. Spectra of silica, PPy-SiO; and
PPy-SiO,-PPyBPh particles are shown in Fig. 4. For the bare sil-
ica particles (Fig. 4A), the typical absorption bands found are:
a shoulder peak near 1630 cm™~! indicates —OH bending vibra-
tion, a strong and broad characteristic band near 1095 cm~! and
a shoulder peak near 797 cm™! that corresponds to the asym-
metric and symmetric stretching peaks of Si—O—Si [28] while a
peak near 950 cm ™! is due to the symmetric stretching peak of
Si—OH.

Fig. 4B shows an FTIR spectrum of pure PPy with bands at
1547 (2,5-substituted pyrrole) and 1452 cm™! to be assigned to
typical polypyrrole ring vibrations; a broad band at 1251 cm™!
to be assigned to the N—C stretching band [29]. The IR peak
observed at 889cm~! may be assigned to the =C—H out
of plane vibration indicating polymerization of pyrrole [30].

30 w
105(4) \/\
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951
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WWW\W WA N S
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2000 1800 1600 1400 1200 1000
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Fig. 4. Fourier transform infrared spectrum of: (A) SiO, nanoparticles (B) PPy-
SiO; particles and (C) PPy-SiO,-PPyBPh nanocomposites.

From the spectrum in 4C, o, (3 unsaturated ester stretching
(Ar—COOR’) is observed at 1712.2cm™". The recorded peak
at 1694.4cm~! is due to aromatic carbonyl (Ar—C=0) stretch-
ing. Skeletal vibrations of aromatic rings are observed at 1536.8,
1566 and 1572.4cm~!. The peaks at 1036, 1210.2, 1536.8,
1555.9, 1566 and 1572.4cm™"! are all due to in-plane bend-
ing of aromatic C—H bonds. The assignment of the observed
frequencies is in full conformity with the characteristic trans-
mission bands of benzophenone samples [31]. FTIR spectra
provide a supporting evidence for the effective incorporation of
benzophenone-pyrrole monomer into the conjugated copolymer.

X-ray photoelectron spectroscopy, XPS, is used for the char-
acterization of the surface composition of PPyBPh (Fig. 5). In the
XPS technique, the variations in the binding energy are used to
differentiate between different chemical forms and the intensity
of the peaks. The intensity (area under each peak) is proportional
to the abundance of species after correction for the instrumen-
tal function and elemental photoemission cross-section. The low
resolution survey spectrum (Fig. 5A) of PPyBPh/PPy copolymer
consists of 5 peaks: Si2s around 103 eV and Si2p at 154 eV, Cls
around 285 eV, Nls around 400 and Ols around 530. Peak fitting
of the carbon 1s and oxygen 1s signals for PPy-SiO,-PPyBPh
are shown in Fig. 5B and C. The Cl1s signal has a roughly similar
shape to that of frequently reported ones for a bulk polypyrrole
[25,32].

Five peaks are used to curve-resolve the XPS carbon (1s)
signal of the PPy-SiO,-PPyBPh. These occurred at 284, 285,
286.5,288.2and 291.5 eV (Fig. 5B). The 284 eV peak represents
contributions from both the aromatic and aliphatic carbons. The
285 eV peak contributions are mainly from carbons adjacent to
carboxyl carbon (beta peak) and carbons bound to nitrogen (C—C
and C—N, respectively), while the 286.5eV peak are carbons
bound to single oxygen through a single bond (C—0O, C—0-C).
The 288.2 eV corresponds to carbon bound to oxygen by either
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Fig. 5. XPS spectra of PPy-SiO,-PPyBPh nanostructure: (A) survey scan, (B)
C1s high resolution and (C) Ols high resolution spectra.

two or three oxygen bonds (C=0 and O=C-0). In addition, there
is a shake up at 291 eV arising from the aromatic rings, this is in
contrast to the homopolypyrrole spectrum where no m—" shake-
up peak was observed, which is characteristic of aromatic carbon
species [33]. The PPy-SiO,-PPyBPh Ols signal was peak fitted
with two components centered at 531 and 533.6 eV, which could
be attributed to the carbonyl and C—O groups, respectively.

In order to quantify this effect, we determined the (C + O)/N
atomic ratio in PPy/PPyBPh from the high resolution spectrum
(Fig. 5B and C and Table 1). The ~25% increase in the (C + O)/N
ratio copolymer in comparison to the PPy alone is indeed due to
the addition of three oxygen and twenty three carbon atoms per
pyrrole-benzophenone repeat unit from the conducting copoly-
mer shell.

Table 1
Surface composition (atom%) of the PPy-SiO,-PPyBPh nanostructure deter-
mined by XPS

Material 0 Si C N (C+O)N
PPy-SiOz 475%  17.1%  282%  12%  10.5%
PPy-SiOs-PPyBPh  48.1%  169%  29.1%  59%  13.1%

The Cgpy, fraction (determined by Cls peak fitting, Fig. 5B)
increases from 15% to 19% (~24% increase) upon copolymer-
ization with PPyBPh while the Oppy, fraction (determined by O1s
peak fitting) increases from 24% to 30%. These indicate incorpo-
ration of pyrrole-BPh repeat units in the copolymer over the layer
surrounding the SiO, nanoparticles. The surface composition of
PPy-SiO,-PPyBPh and PPy-silica is presented in Table 1.The
surface composition in atomic % of the nanocomposite, probed
by XPS, is estimated to be: 65% silica, 30.5 =4.7% pyrrole and
4.5 + 2.8% pyrrole-BPh [34].

4.2. Protein attachment studies with gold-labeled CTB
immobilized onto PPy-SiO,-PPyBPh nanocomposites

As mentioned, labeling CTB with 8nm gold particles
enhances the visualization of the protein attachment to the syn-
thesized nanocomposites via electron microscopy [35]. The
silica beads, coated by PPy-BPh, are further conjugated via
photo-immobilization of the gold-labeled CTB subunits. The
final composite (thereof PPy-SiO,-PPyBPh-CTB-Augny) is
observed via TEM imaging (Fig. 6).

It can be clearly seen that gold labeled CTB conjugate
molecules are attached to the PPy-SiO,-PPyBPh nanocompos-
ites but do not fully cover the surface. The main reactive sites
found in CTB subunit polypeptides include the electron-rich ter-
tiary centers, such as Cy—H of leucine (7.3% of the amino acid

Fig. 6. TEM image of PPy-SiO,-PPyBPh-CTB-Aug ,, nanocomposites.
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Fig. 7. Views of the three-dimensional structure of the CTB-pentamer: (A) front and (B) back view. The residues marked in red correspond to the lysine units
(DeepView/Swiss PdbViewer [38]). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of the article.)

composition), Cg—H of valine (4.8%) and CH; groups adjacent
to heteroatoms in Lys (8.9%), Arg (2.4%) and Met (3.2%) [14].
The three-dimensional structure of the CTB pentamer subunit is
presented in Fig. 7 [36].

Most aforementioned amino acids are buried inside the three-
dimensional protein structure. Therefore, high steric hindrance
will reduce their probabilities to participate in the photochemical
binding of the CTB subunit. However, lysine amino acid residues
(marked in red in Fig. 7) are located on the periphery of the
protein molecule [37,38], which makes them accessible binding
sites during the photochemical process. Therefore, the covalent
attachment of the protein onto the benzophenone-functionalized
PPy-SiO, nanocomposites is believed to take place due to the
photochemical process between lysine amino acids in the CTB
and the pendent benzophenone groups from the functionalized
polypyrrole particles.

4.3. Qualitative visual agglutination test

We tested the new PPy-SiO,-PPyBPh-CTB composite in an
immunodiagnostic assay (here non-labeled CTB molecules are

2%+Y_’M (B)

Agglutinated
PPyBPh particle

Antigen-coated
PPyBPh particle

used); the raspberry-like particles are used to detect the pres-
ence of the corresponding antibodies by visual agglutination
test. The raspberry-like particles are incubated with anti-CTB.
Visual agglutination (clumping together into visible composites)
of positive PPy-SiO,-PPyBPh-CTB-anti-CTB samples occurs
in less than 1h. The solution of the PPy-SiO,-PPyBPh-CTB
(control) remains well-dispersed during the same time period
(Fig. 8A inset).

The visualized agglutination (clumping and precipitation)
indicates that the test is positive. When clumping does not
occur, the test is considered negative. Hence, simple macro-
scopic observation insinuates that a molecular recognition takes
place.

The reaction of antibody with protein antigen is reported to
consist of two-steps [39]. The first step results in the formation
of an antibody-antigen complex. This reaction is followed by
cross-linking of individual immune complexes forming a macro-
molecular aggregate, which eventually precipitates (Fig. 8A and
B). Experimentally, we indeed found that upon addition of anti-
body the solution coagulates immediately (within a few seconds)
and after about 1 h a complete phase separation is observed. The

Antibody

Agglutination

Fig. 8. (A) Clumping of the initially dispersed raspberry-shaped PPy-SiO,-PPyBPh-CTB nanocomposites as visualized via cryo-TEM. Inset: vials containing black
dispersion of SiO,-PPyBPh-CTB nanocomposites only (left), and agglutination of the PPy-SiO,-PPyBPh-CTB-anti-CTB complex. (B) Schematic illustration of the
proposed agglutination process upon addition of anti-CTB to the dispersion of PPy-SiO,-PPyBPh-CTB.
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slow second reaction often requires some incubation to reach
completion.

5. Conclusions

Novel PPy-SiO2-PPyBPh composite nanoparticles are
prepared and characterized in terms of size, dispersion
stability, morphology and chemical structure. The reactiv-
ity of these nanocomposites is tested by model antigen
(CTB), which is proved to be covalently bound to the
particles through benzophenone groups. Moreover, the reac-
tive PPy-SiO,-PPyBPh-CTB nanocomposites are tested in a
qualitative visual agglutination immunoassay. The agglutina-
tion reaction, i.e., formation of a precipitating PPy-SiO;-
PPyBPh-CTB-(anti-CTB) aggregate, macroscopically detects
the presence of corresponding antibodies in the system.
While a positive test includes composite clumping and pre-
cipitation, which can be ocularly detected, a negative test
retains the PPy-SiO,-PPyBPh-CTB nanocomposites in solu-
tion.

The successful development of a novel immunological agglu-
tination route for a rapid and simple detection of diseases via
human vision provides an improved tool to immunodiagnostics
in laboratories or field tests for which sophisticated instrumen-
tation is a problem.
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Abstract

This paper describes a new gas-chrormatography with electron capture detection (GC-ECD) method for determination of some pyrethroids in milk
samples. The extraction of the pyrethroids was carried out by liquid-liquid extraction with clean-up by precipitation at low temperature, without
additional stages for removal of fat interferences. The method was efficient with recoveries of 93.0 +0.1% for cipermethrin and 84.0 + 0.3%
for deltamethrin. The quantification limits were 0.75 wgL~' for both pyrethroids. The method was simple, of easy execution, and used only
small quantities of organic solvent. After optimization and validation, the method was used for the determination of residues of the pyrethroids
cipermethrin and deltamethrin in milk and in lactea drink commercialized in Vigosa (MG, Brazil). Some samples presented contamination with
deltamethrin at levels below the maximum contamination limits established by the FAO.

© 2008 Published by Elsevier B.V.
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1. Introduction

The pyrethroids deltamethrin and cipermethrin are widely
used in dairy farming to kill ticks. The contamination of milk by
pyrethroids is caused by the application of these products on the
body of the cows, in the cow barn, or even in the milk processing
areas [1,2]. The contamination of milk is an extremely preoccu-
pying factor, because milk is an essential food for human health
and is widely consumed in the initial stages of life. Therefore,
the determination of residues of pyrethroids in milk is essential
to assure the quality of milk consumed as food.

For the determination of pyrethroids in milk or other matrices,
methods of extraction and quantification by chromatographic
and electrophoretic techniques are normally used [3-9]. Nor-
mally, the conventional techniques of pesticide extraction from
milk, for quantification by gas chromatography, require large
amounts of solvent and involve a large number of steps, mainly
for the cleaning of extracts, often resulting in loss of analytes

* Corresponding author. Tel.: +55 31 3899 1430; fax: +55 31 3899 3065.
E-mail address: meliana@ufv.br (M.E.L.R. de Queiroz).

0039-9140/$ — see front matter © 2008 Published by Elsevier B.V.
doi:10.1016/j.talanta.2008.01.058

[10,11]. Moreover, the main difficulty for the determination of
pyrethroids in both complex and fatty matrices, such as milk,
is the co-extraction of fatty substances together with the pesti-
cides [12], making quantification of residues of these pesticides
in food impracticable.

An alternative liquid-liquid extraction technique was devel-
oped for extraction of organophosphorous insecticides in olive
oil, in which the two phases are separated by freezing of the
mixture. In this separation, the phase that contains the organic
solvent and the pesticide residues remains liquid, whereas the
other phase, composed mainly of the fatty matrix, is congealed.
Insignificant amounts of fat materials are transferred to the lig-
uid phase, so this technique does not require the use of additional
stages for the purification of the extract [13].

The goal of the present work was the application of this
new method for the extraction of deltamethrin and cipermethrin
from milk, using gas-chrormatography with electron capture
detection (GC-ECD). This method was based on liquid—liquid
extraction followed by precipitation at low temperature. The
method was used to evaluate the presence of pyrethroid residues
in milk and in lactea drinks commercialized in Vicosa—MG,
Brazil.
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2. Experimental
2.1. Chemicals

All the reagents used were at least of analytical grade.
Deltamethrin (99.0%) and cipermethrin (92.4%) were pur-
chased from Chem Service (West Chester, PA, USA).
Acetonitrile (Tedia/HPLC-spectro grade); anhydrous sodium
sulphate (Merck), hexane (Tedia/Pesticide level), ethyl ether
(Tedia/Pesticide level), and acetone (Tedia/Pesticide level) were
used as received.

Standards were prepared as stock solutions of 500.0 wg L ™!
in acetonitrile. Working solutions of 50.0 pg L~! were prepared
weekly by dilution of the stock solution with acetonitrile. The
solutions were stored at —18 °C.

2.2. Equipment

For the pyrethroid determinations, a Shimadzu gas chromato-
graph, model 17A, with electron capture detector was used.
Separations were carried out with a HP-5 fused silica capillary
column (30.0m x 0.25 mm L.D.; 1.00 pwm film thickness). The
chromatographic conditions were: Injector port temperature of
280 °C; detector temperature of 300 °C, temperature program:
250°C, 10°Cmin~! to 280°C, held for 3 min. Nitrogen was
used as carrier gas at 1.2 mL min~!. The sample volume injected
was 1.0 pL in the split mode (1:5).

2.3. Liquid-liquid extraction with clean up by precipitation
at low temperature

To establish the best conditions for simultaneous extraction
of pyrethroids, pasteurized milk samples (4.0 mL) were fortified
with 0.1 mL of standard 50.0 pg L™! and left standing for 24 h
at 4°C. After this period the samples were submitted to the
process of extraction with an organic solvent at a temperature
of 25 °C. The mixtures obtained in each assay were shaken on
a shaking table (Tecnal TE - 420) at a rate of 175 rotations
per minute and then left in freezer at —20°C for 12h. After
this period, the organic phase, having the organic solvent with
the extracted compounds, remained liquid whereas the watery
phase and the fatty fraction of milk were frozen. The liquid
phase was passed through a previously cooled filter paper that
contained anhydrous sodium sulfate (2.0 g). The extract obtained
was adjusted to 10.0 mL with acetonitrile and analyzed by GC-
ECD.

For the optimization of the milk pyrethroid extraction con-
ditions, fortified milk samples (4.0 mL) were placed in contact
with several different organic solvents (8.0 mL): hexane, ethyl
acetate, acetone, acetonitrile and combinations of these. Using
the optimized organic solvent, sample/organic solvent ratios
(1:1, 1:2; 1:3 and 1:4 by volume) and the effect of agita-
tion time (10, 20, 30, 40, 50 and 60 min) were evaluated to
optimize the efficiency of the extraction of pyrethroids from
milk.

2.4. Analytical curves

Quantification of extracts of milk containing deltamethrin
and cipermethrin pyrethroids was carried out by the exter-
nal standard method using analytical curves with seven
concentration levels for each pyrethroid over the range of
0.75-10.0 pg L7

2.5. Method validation

Some analytical parameters of the liquid—liquid extraction
technique with clean-up by precipitation at low temperature
were evaluated, such as precision, accuracy, linearity, selectiv-
ity, limit of detection (LOD) and limit of quantitation (LOQ), as
suggested by the protocols of the principal Brazilian regulatory
agencies [14-17].

2.6. Application of the liquid—liquid extraction method with
clean up by precipitation in low temperature

The validated method was applied for the determination of
deltamethrin and cipermethrin in samples of type B milk, UHT
whole milk, three different brands of pasteurized type C milk
and two different brands of commercial lactea drink, purchased
in local stores during January and February of 2004.

3. Results and discussion

The organic solvent, the effect of the ratios between the vol-
umes of the sample and of the organic solvent and the time of
agitation on the efficiency of the extraction were evaluated for
the determination of pyrethroids. Of all solvents evaluated, the
best results were with acetonitrile (93.0 £ 0.1% for cipermethrin
and 84.0 £ 0.3% for deltamethrin), and a mixture of acetonitrile
and ethyl acetate in the ratio of 7:1 (82.0 £ 1.6% for ciperme-
thrin and 95.0 & 2.1% for deltamethrin). Other solvents, such as
hexane, ethyl ether, ethyl acetate, acetone and mixtures of those
presented extractions below to 20% for the two pyrethroids.
Although either acetonitrile or the mixture acetonitrile and ethyl
acetate (7:1) could be used as organic solvent, pure acetonitrile
was chosen. This solvent was also used by Rizos et al. [13] in
the extraction of organochloro pesticides from olive oil. In that
study, acetonitrile, amongst all evaluated solvents, presented the
highest recoveries of the compounds under study.

The ratio of the volume of acetonitrile to that of the sample
that showed the best results was 2:1, giving recoveries supe-
rior to 80%. Moreover, this ratio between organic solvent and
sample allowed an adequate separation of the frozen phase and
the liquid organic phase. Other sample/organic solvent ratios
resulted in recoveries lower than 63%. The time of contact
between acetonitrile and the milk samples that resulted in the
best recoveries of cipermethrin and deltamethrin was 20 min
under low frequency agitation on the shaking table. Under these
conditions, the percentage of recovery of pyrethroids in the milk
sample was 93.0 £ 0.1% and 84.0 & 03%, for cipermethrin and
deltamethrin, respectively.
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Detector Response

Time (min)

Fig. 1. Chromatogram of a milk extract fortified with 10 wg L~ of deltamethrin
and cipermethrin. Peaks identification: S—solvent, 1—cipermethrin,
2—deltamethrin, *—unknown.

The optimizated technique consists in adding 8.0 mL of ace-
tonitrile to 4.0 mL of milk sample, the mixture being agitated
for 20 min at 175 rpm. The extracts are frozen for approximately
12h at —20°C and what stays in the liquid phase are the ace-
tonitrile and the extracted material. On removal from the flask,
the acetonitrile is passed through a pre-cooled filter that con-
tains anhydrous sodium sulfate (2.0 g). The extracted volume is
adjusted to 10.0 mL with acetonitrile and analyzed by GC-ECD.

An important advantage of this liquid—liquid extraction tech-
nique with clean-up by partition at low temperature is that the
extract obtained is clear and relatively free of fat interference, as
can be observed in the chromatogram of a milk extract obtained
after extraction (Fig. 1). A chromatogram of a 100 wg L~! stan-
dard solution of deltamethrin and cipermethrin is shown in
Fig. 2. The presence of double peaks for pyrethroids is related
with the presence of both isomeric forms produced during injec-
tion in the chromatograph [18]. The areas attributed to each
pyrethroid are considered as the sum of the peak of areas of the
isomers.

The quantification method, at optimized chromatographic
conditions, showed good detectability, with a limit of detec-
tion of deltamethrin of 0.25 pg L™!, calculated from the detector
response using a signal to noise ratio of 3 while the quantifica-
tion limit was 0.75 wg L™! using a signal to noise ratio of 10.

Table 1
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Fig. 2. Representative chromatogram of a standard solution of 100.00 wg L™
of deltamethrin and cipermethrin. Peaks identification: S—solvent,
1—cipermethrin, 2—deltamethrin, *—unknown.

The detector response was linear over an ample range of con-
centrations, from 0.75 to 1000.0 pgL~!. Linearity expressed
by the linear regression coefficient, was 0.999 for both com-
pounds, which showed an acceptable adjustment of the linear
regression data. The time of the chromatographic analysis was
less than 7 min. Cipermethrin, with a retention time of 3.99 min,
and deltamethrin, with a retention time of 5.22 min, could be
simultaneously identified and quantified in the extracts.

Method repetitibility, expressed as the estimated coefficient
of variation (%CV), was evaluated by applying the method to
seven samples (n=7) that were fortified with deltamethrin and
cipermethrin standard solutions of 1.25 wgL~!. Coefficients of
variation of 3.8% for deltamethrin and 8.5% for cipermethrin
were obtained, values that are relatively low, considering the
sample complexity. In methods for impurity or trace analysis,
the accepted coefficients of variation are up to 20%, taking into
consideration the sample complexity [15].

The intermediate precision was evaluated on 3 different days,
by the same analyst [14]. Assays with fortified milk samples
were carried out at 1.25, 2.50 and 3.75 wg L~!. The coefficients
of variation were inferior to 8.0%.

After optimization and validation, the liquid-liquid extrac-
tion technique with clean-up by precipitation at low temperature
was applied to samples of milk and lactea drink commercialized

Milk and lactea drinks analyzed for the presence of deltamethrin and cipermethrin

Samples

Deltamethrin (ugL™")

Cipermethrin (ugL~")

Pasteurized whole milk type B
Pasteurized whole milk type C, sample 1
Pasteurized whole milk type C, sample 2
Pasteurized whole milk type C, sample 3
Pasteurized skim milk type C

UHT whole Milk

Lactea Drink (UHT) 1

Lactea Drink (UHT) 2

<LOD <LOD
1.45+0.04 3.68 +0.54
<LOD <LOD
0.98 £0.30 2.71+£0.02
<LOD <LOD
0.25£0.05 <LOD
0.92£0.40 1.51+£0.90
<LOD <LOD

The assays were carried out in triplicate.
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in Vicosa (MG, Brazil). The residual levels of deltamethrin and
cipermethrin found in these samples are presented in Table 1.

Considering that type C milk is a mixture having different
origins and that the spraying of animals with pyrethroids is not
the only method used by producers to control ticks, a dilution
of pyrethroids in milk is observed. In this way, the amounts of
pyrethroid residues found in the samples were below the lim-
its demanded by international legislation [19,20], with values
ranging from 1.0 to 5.0 pgL~!. Similar results were observed
in the lactea drink samples. For skim milk sample the pyrethroid
residues were below the detection limit, because skim milk has
less fat than whole milk.

4. Conclusions

The conventional techniques of pesticide analysis in milk
have many steps and use large quantities of organic solvents.
The method proposed here, based on liquid-liquid extraction
with clean-up by precipitation at low temperature is simple, of
easy execution and efficient, using reduced amounts of organic
solvent, with few manipulation steps and no additional purifi-
cation step. Moreover, the analytical methodology proposed for
the determination of deltamethrin and cipermethrin residues in
samples of different types of milk and lactea drink is sufficiently
practical, allowing detection and quantification of residual lev-
els of pyrethroids, below of the maximum limits suggested by
CODEX Alimentarius (FAO/WHO) [19,20].
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Abstract

A new method is developed for the determination of perfluorooctanesulfonate (PFOS) and perfluorooctanoic acid (PFOA) in sewage sludge
samples. The analytes in sewage sludge samples are extracted by methanol and formic acid, cleaned by C18 solid-phase extraction, then
separated, identified and quantitated by liquid chromatography/quadrupole time-of-flight mass spectrometry (LC-QTOF-MS). A C18 column
(150 mm x 2.1 mm, 3.5 pwm) with gradient elution of MeOH-H,0 (60:40) containing 5 mmol/L ammonium acetate and MeOH-H,O (80:20) is
used for the chromatographic separation. [M—K]~ ions at m/z 498.93 for PFOS and [M—COOH]~ ion at m/z 368.97 for PFOA are selected for
QTOF-MS in the negative electrospray ionization mode. The detection limits for PFOS and PFOA in sewage sludge samples are 0.5 and 0.8 ng/g,
respectively. The spiked recoveries are in the range of 85—114 and 71-98% for PFOS and PFOA, respectively. The proposed method is successfully
applied to the analysis of PFOS and PFOA in 16 sewage sludge samples from China. PFOS and PFOA are detected in most sewage sludge samples

and the concentrations of PFOS and PFOA are up to 5383 and 4780 ng/g (oven dry weight), respectively.

© 2008 Elsevier B.V. All rights reserved.

Keywords: PFOS; PFOA; Sewage sludge; HPLC-QTOF

1. Introduction

Perfluorinated surfactants perfluorooctanesulfonate (PFOS)
and perfluorooctanoic acid (PFOA) are additives in a wide vari-
ety of industrial products and commodities, including protective
coatings for carpets and apparel, paper coatings, insecticide for-
mulations, and surfactants [1]. PFOS is also used as a surfactant
in firefighting foams [2]. It spreads widely in the environment,
wildlife, and humans [3—10]. Subchronic exposure to PFOS may
lead to significant weight loss accompanied by hepatotoxicity
and reductions of serum cholesterol and thyroid hormones. It
has also been reported that PFOA can produce hepatotoxic-
ity, anorexia, alteration of fatty acid metabolism, reduction of
circulating thyroid hormones and androgen, bradycardia, and
hypothermia in the rat [11]. The 3M Company, one of the most
fluorochemical manufacturing companies, has claimed to cease

* Corresponding author. Tel.: +86 10 62849179; fax: +86 10 62849179.
E-mail address: gbjiang@rcees.ac.cn (G. Jiang).

0039-9140/$ — see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.01.052

the manufacturing of perfluorooctanyl-related materials in 2000.
Products made of perfluorooctanyl-related materials, however,
are still widely available all over the world. Some publications
have demonstrated widespread distribution of PFCs in China
[12]. The distribution mode and the contamination levels of
PFCs in some matrices such as sewage sludge are still not clear
now and worthy of being studied in China.

High-performance liquid chromatography (HPLC) with
triple quadrupole mass spectrometry in electrospray negative
mode is the most extensively applied method for the analy-
sis of PFCs in various environmental and biological matrices,
because triple quadrupole mass spectrometry has high preci-
sion, wide linear range and high sensitivity for PFOS and PFOA
determination in complicated matrices. It is able to determinate
specific fragmentation of isolated precursor ions and eliminate
background noise. More and more laboratories have HPLC cou-
pled with triple quadrupole mass spectrometry, however, most
of them have no ability to analysis PFOS and PFOA due to the
high instrument blank. So auxiliary line fittings of LC/MS/MS
should be stainless to avoid the contamination, which greatly
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increases the experimental cost. Now only a few laboratories
can afford it. The application of HPLC-MS in the selected ion
monitoring (SIM) mode and HPLC-ion trap mass spectrometry
has recently been reported as the attractive alternatives for the
analysis of perfluorooctanesulfonate and related fluorochemi-
cals [13—15]. However, when these methods are applied to detect
low concentrations of PFCs in complicated matrix, the inter-
ference of matrix must be carefully gotten rid of. Other mass
spectrometric techniques such as quadrupole time-of-flight mass
spectrometry (QTOF-MS) are also applied in the environmen-
tal samples analysis for structure elucidation or confirmation
purposes because it has high resolution and sensitivity. QTOF-
MS has distinct advantages over other scanning instruments
including the detection of a high percentage of ions, high mass
resolution and accuracy, fast acquisition rates, high sensitivity,
and large mass range. QTOF-MS technique is considered to be
one of the attractive alterations for the unequivocal identification
of unknown compounds using full-spectrum scan. However, it is
seldom applied to quantitative analysis because of its relatively
narrow linear range for most of the compounds. Recently, several
papers have reported about liquid chromatography/quadrupole
time-of-flight mass spectrometry (LC—-QTOF-MS) being used
to detect trace levels of organic pollutions [16,17]. It not only
can record selected precursor ions, but also can offer high mass
resolution and accuracy. Considering its specific advantage of
high mass accuracy and sensitivity, we apply it to determine
PFOS and PFOA in sewage sludge samples as there is no report
on the application of LC-QTOF-MS in the analysis of PFCs
in environmental samples. PFOS and PFOA can be confirmed
by the retention time and the accurate mass spectrometry. The
single MS mode is used for both qualitative and quantitative
analysis. The MS/MS mode can be applied to identify PFOS
and PFOA in more detail. The proposed method is applied to
accurate and precise analysis of PFOS and PFOA in 16 sewage
sludge samples.

2. Experimental
2.1. Chemicals and reagents

Potassium PFOS was purchased from Fluka (Milwaukee,
MI, USA). PFOA and perfluoroheptanoic acid (PFHpA, as lock
mass standard) were purchased from Aldrich (Milwaukee, MI,
USA). HPLC-grade methanol was purchased from J.T. Baker
(Philipsburg, NJ, USA). Ultra-pure water was prepared by Milli-
Q system (Millipore, Milford, MA, USA). Ammonium acetate
[CH3COONH4] and acetic acid (CH3COOH) were of analyti-
cal reagent grade. The C18 SPE cartridge (500 mg, 6 mL) was
bought from Alltech (Deerfield, IL, USA).

The nitrogen gas (N) was used as evaporation and nebuliza-
tion gas. The argon was used as collision gas. All stock solutions
were kept in polypropylene volumetric flasks at 4 °C in the dark.

2.2. Instrumentation

The analysis of PFOS and PFOA are carried out by the
hyphenated system of HPLC with quadrupole time-of-flight

mass spectrometry. A model Alliance 2695 from Waters (Waters
Corp., USA) is used to separate PFOS and PFOA. The separate
column is XTerra C18 column (particle size of 3.5 wm, 2.1 mm
i.d. x 150 mm in length, Waters, Ireland) and the guard column
is XTerra C18 2.1 mm x 10 mm packed with particle size of
3.5 pm (Waters, Ireland). Optimum separation is achieved with
a binary mobile phase at a flow rate of 300 pL/min. A deion-
ized water solution containing 5 mmol/L ammonium acetate (pH
6.0) and methanol serve as mobile phase. According to previous
studies, volatile buffer ammonium acetate in the mobile phase is
essential to the ionization of PFOA and PFOS [18,19] because
its suppressing effect on the signal is weak. Additionally, as a
buffer compound, it is effective at pH 6.0, which is found to be
the optimum value of pH for the separation of PFCs. The gra-
dient starts at 60% methanol followed by 0.5 min ramp to 80%
methanol, hold 9 min, and then reverting to initial conditions by
0.5 min ramp allowing 8 min stabilization time.

A quadrupole time-of-flight (QTOF micro) mass spectrome-
ter (Micromass, Manchester, UK) with a Z-spray ESI source
working in negative mode is used for the identification and
quantitative analysis of PFOS and PFOA. Optimal ionization
source working parameters are as follows: capillary and sam-
ple cone voltages, 2.5kV and 35V; source and desolvation
temperatures, 120 and 250 °C; cone and desolvation gas flows
(nitrogen), 100 and 650L/h, respectively. The collision gas
is argon at the pressure of 5.0 x 107> Torr and the collision
energy is 35 V. Both the high- and low-resolution for mass fil-
ter are set at 10.0 V. The pressure in the TOF cell is lower
than 5.0 x 10~/ Torr (1 Torr=133.322Pa). m/z 498.93 +0.05
for PFOS and [M—COOH] ™ ion at m/z 368.97 £ 0.05 for PFOA
are monitored for their accurate identification and the selection
of precursor ions.

The TOF analyzer is calibrated every day for the accurate
mass analysis. The lock mass is utilized to guarantee the mass
accuracy. Continuum mode TOF mass spectra are recorded using
single MS modes from m/z 50 to 600 with a duty cycle of 1.0s.
The acquired data are converted to centroid (80% of the top
peak area) to implement lock mass adjustment and to gener-
ate the accurate mass spectra. A window width of £0.05 Da is
selected to obtain enough selectivity and to decrease the noise
(i.e. better limits of detection). For MS/MS mode, the precur-
sor ion is selected in the quadrupole analyzer and fragmented in
the hexapole cell by applying collision cell offset voltages 35V,
depending on the compound. Product ion spectra are recorded
in the TOF analyzer from m/z 50 to 600, too. Afterwards, the
spectra are lock mass corrected using the m/z value of the pre-
cursor ion. Data are collected and processed by MassLynx v4.1
software.

2.3. Sample collection

Sewage sludge samples were collected in polypropylene bot-
tles from 16 municipal waste water treatment plants in February
2004. They were transported in ice and frozen (—15 °C) until
analysis. The sewage sludge samples were firstly grounded
and homogenized in a methanol-rinsed carnelian mortar. Each
sewage sludge sample was dried in oven at 103 °C overnight
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to eliminate aliquots. The concentration of PFOS and PFOA in
sewage sludge samples were calculated and expressed in the unit
of ng/g (oven dry weight).

2.4. Sample preparation

A simple and efficient sample pretreatment method includ-
ing extraction and cleanup steps used herein is similar to that
described elsewhere [20], which offers satisfying quantitative
recoveries of anionic PFCs in sewage sludge matrix. Briefly,
approximate 0.1 g of oven dried sewage sludge samples are
extracted by the mixture of 1% formic acid and methanol. In
order to enrich the analytes and to remove the acetic acid,
salts, and potential matrix interferences, the combined sludge
extract is then loaded at a flow rate of 1-2 mL/min on a vacuum
manifold onto a 500-mg C18 SPE cartridges which has been
pre-conditioned with 10 mL of methanol followed by 10 mL of
1% acetic acid. The SPE cartridges are then rinsed with 10 mL
of Milli-Q water, dried under vacuum for at least 2 h. PFCs are
eluted from the cartridge with 4 mL of methanol and collected in
1:1 (v/v) methanol/acetone-washed graduated glass tubes. The
eluent is then concentrated to 2 mL under nitrogen. In order to
get rid of the deposited impurities, the analyte is transferred into
a 10-mL glass vial. 800 wL of methanol is used to rinse the
graduated glass tubes for the complete transfer of the analytes
and 1200 pL of 0.01% aqueous ammonium hydroxide solution
is added. To reduce matrix interferences and ensure the ana-
lyte’s concentrations in the quantitative range of LC-QTOF-MS,
sewage sludge extracts are further diluted to 5mL by adding
I mL of a 70:30 (v/v) methanol/aqueous ammonium hydroxide
(0.01%) solution. The extracts are stored at 4 °C until analysis.
A 500-pL aliquot of extract is transferred to a 1.5-mL glass auto
sampler vial.

2.5. Analytical procedure

A sample volume of 10 pL is injected into the system of
HPLC-QTOF-MS. After the base-lined separation by the C18
reversed column, PFOS and PFOA compounds are identified
and further quantitatively analyzed by single mass mode using
characteristic ions of [M—K] ™ at m/z498.93 and [M—COOH]~
at m/z 368.97 for the determination of PFOS and PFOA, respec-
tively. Quantitative calculation is performed based on the ratio
of the peak areas of the analytes to that of the standards. Three
analysis replicates are performed for all the standards and sam-
ples.

In order to obtain the calibration curves of PFOS and PFOA,
the matrix-matched calibration graphs for PFOS and PFOA
are prepared by injecting extracted blank spiked with increas-
ing amounts of standard ranging from 0 to 200ng/g. The
matrix-matched standards are then analyzed by the system of
HPLC-QTOF-MS and the curves are drawn based on the aver-
age peak areas of PFOS and PFOA, which give an acceptable
linearity (3 >0.998) over the test range.

For the confirmation of the feasibility of the proposed method
in practical analysis of the sewage sludge samples, spiked recov-
ery experiments are carried out by adding three levels of PFOS

(5, 80, 125 ng/g) and PFOA (8, 80, 160 ng/g) into a blank sewage
sludge from Haikou and processed the pretreatment steps as
described above, finally analyzed by HPLC-QTOF-MS. Five
replicates are carried out to evaluate the precision of the analyt-
ical procedure.

3. Results and discussion
3.1. Optimization of buffer levels in mobile phase

According to previous reports, the volatile buffer ammonium
acetate at pH 6.0 is found the optimum buffer for the ionization
of PFOA and PFOS [18,19]. Additionally, the concentrations of
the buffer may affect the intensity of signal to noise (S/N) ratio
of the tested chemicals. Effects of concentration on the intensity
of signal to noise (S/N) ratio are studied by adding different
concentrations of ammonium acetate (0, 1, 5 and 10 mmol/L)
to the inorganic phase. With the increase of the concentration
of buffer, the intensities of PFOS and PFOA are enhanced. But
10 mmol/L. ammonium acetate leads to less intensity both of
PFOS and PFOA (data not shown). The highest S/N ratio of
PFOS and PFOA are obtained using 5 mM ammonium acetate
in water—methanol. The optimized mobile phase composition is
applied to the following experiments.

3.2. Optimization of QTOF-MS parameters

The impacts of mass spectrometric parameters, such as cone,
capillary and collision voltage, are investigated by the analysis
of standard solution of PFOS (10 ng/mL) and PFOA (10 ng/mL).
It is found that the intensity of PFOS and PFOA varies with the
increasing of cone voltage from 20 to 60 V. With the increase
of cone voltage, the response of PFOS and PFOA increase ini-
tially, and then they reach the maximum, followed by a fall trend.
The curves of ion intensity versus cone voltage are obtained. As
shown in Fig. 1, a sample cone voltage of 35 V is finally selected
for further experiments. Under these experimental conditions,
single MS spectra of PFCs obtained with the QTOF-MS instru-
ment agree with those previously reported using quadrupole and
ion trap mass spectrometry [21].

Capillary voltage is another important parameter greatly
affecting the sensitivities. The responses of PFOS and PFOA
significantly increase with capillary voltage varying from 1.0
to 2.5kV, and then obtain stable state. As we all know, at rela-
tively high voltages, the tip of the capillary can discharge, which
would damage the ion source. So a 2.5kV of capillary voltage
is ultimately chosen.

With the enhancement of collision energy, the ratios of the
intensities of specific fragment ions to those of the precursor
ions increased significantly, whereas it is essential to maintain
enough intensity of precursor ions to confirm the existence of
PFOS and PFOA. In the proposed method, MS/MS mode is
applied to confirm the feasibility and veracity of single mode.
35V collision voltages are selected to produce specific fragmen-
tation ions. In the determination of PFOS and PFOA in sewage
sludge samples, single ms mode is used to confirm and calculate
them. Individual analyte standard is directly infused to tune the
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Fig. 1. The effect of sample cone voltage on the intensity of PFOS and PFOA
(10ng/mL for PFOS, 10ng/mL for PFOA), flow rate is 10 pL/min; capillary
voltage is 2.5kV; collusion energy is 5 V; source and desolvation temperatures,
120 and 250 °C; cone and desolvation gas flows (nitrogen), 100 and 650 L/h,
respectively.

instrument based on the parent ion and to determine the frag-
ment ions of interest. All the optimal values achieved are used
for the following analysis of the standards and the sewage sludge
samples.

3.3. Fragmentation pathways of the PFOS and PFOA

Previous studies using triple quadrupole mass spectrometry
have elucidated the structure of PFCs [20]. To obtain a more
accurate assignment, the MS/MS spectra of PFOS and PFOA
using the QTOF instrument are studied. Collision energies for
all analytes are set at 35 V in order to obtain both the maximum
signals for product ions and at least ~10% for the parent ion
(optimal values are given in Section 3). In general, the MS/MS
spectra of PFOS and PFOA are similar to those obtained pre-
viously with triple quadrupole mass spectrometry in terms of
fragmentation patterns [20]. However, high-resolution makes
it obtain more accurate mass. Fig. 2 shows the MS/MS spec-
trum obtained with the QTOF-MS instrument for PFOS, where
the assignments with their corresponding mass accuracies are
also indicated. For PFOS, the fragment at m/z 79.95 and 98.95
correspond to the SO3™ and FSO3™, respectively [10]. For
PFOA (Fig. 3), m/z 368.97, 168.98 and 118.99 correspond to
the C7F 5, C3F;~ and CoFs ™, respectively.

3.4. Method validation

Linear response range and the limits of quantitation of PFOS
and PFOA using the LC-QTOF-MS system are studied to eval-
uate the feasibility and veracity of the proposed method in the
application to analyzing sewage sludge sample. For sewage
sludge samples, matrix-related ion interference may exist using
LC-MS/MS analysis [20], which leads to the decrease in detec-
tor response. Using a matrix-matched standard can compensated
for the interference. The analytical characteristics of the method,

so3-
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O‘J‘hj bk R Y
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Fig. 2. The fragmentation ions of PFOS. The concentration of PFOS is
100 ng/mL; flow rate is 10 wL/min. Capillary voltage and sample cone: 2.5kV
and 35 V; collusion energy is 35 V; source and desolvation temperatures: 120 and
250 °C; cone and desolvation gas flows (nitrogen): 100 and 650 L/h, respectively.
A window width of +0.05 Da is selected.

such as linear response range, reproducibility and limits of quan-
titation are investigated and the results depicted in Table 1. The
linearities of the PFOS and PFOA are calculated from the five-
level calibration curve over the range from 5 to 125ng/g for
PFOS and 8 to 160ng/g for PFOA, and an acceptable linear-
ity (2 =0.998) in the test ranges are obtained. Quantification is
based on the response of the external standards that bracketed
the concentrations found in samples.

The limits of detection (LOD) based on three times of S/N
ratio are 1.5 and 2.4 ng/g for PFOS and PFOA, separately. The
limits of quantitation (LOQ), defined as S/N ratio of 10 are
5 and 8ng/g for PFOS and PFOA in sewage sludge samples,
respectively.
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Fig. 3. The fragmentation ions of PFOA. The concentration of PFOA is
500 ng/mL; flow rate is 10 wL/min. Capillary voltage and sample cone: 2.5kV
and 35 V; collusion energy is 35 V; source and desolvation temperatures: 120 and
250 °C; cone and desolvation gas flows (nitrogen): 100 and 650 L/h, respectively.
A window width of +0.05 Da is selected.
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Table 1

The standard curves of the analytical method

Analyte Quantitation ions Linear curve v’ Linear range (ng/g) LOD (ng/g) LOQ (ng/g)
PFOS [M—K]~ m/z 498.93 y=0.9834x+1.0869 0.998 5-125 1.5 5

PFOA [M—COOH]™ m/z 368.97 y=1.0568x+1.1667 0.999 8-160 2.4 8

The accuracy, precision, and stability of the developed
method are evaluated by the spiked recovery experiments at low-
, middle- and high-spiked concentrations of PFOS and PFOA,
respectively. The results shown in Table 2 indicate that the spiked
recoveries are in the range of 85-114% for PFOS and 71-98%
for PFOA. The relative standard deviations are less than 15%.
The results are in compliance with those reported in the liter-
ature [20]. The results reveal that the method developed here
could be applied to the analysis of PFOA and PFOS in sewage
sludge samples.

3.5. Application

The proposed method is successfully used to analyze 16
sewage sludge samples from China. These samples collected
from 16 cities, which distribute in large area of China, to some
degree, could represent the contamination level of PFOS and
PFOA in China. Fig. 4 shows the mass chromatogram com-
parison of the standards and the sewage sludge sample from
Yinchuan. PFOS and PFOA are confirmed by comparing the
mass spectrum and the corresponding retention time of samples
with those of the standards. The concentrations are estimated by
external standard method based on the matrix-matched standard
calibration curves. Table 3 shows the contamination levels of
PFOS and PFOA in sewage sludge samples. It could be found
that PFOS and PFOA compounds are detected in most of the
sewage sludge samples and the concentrations range from 278
to 5383 ng/g (dry weight), which is generally higher than the
levels reported previously [20]. According to Table 3, it could
be found that the contamination of PFOS and PFOA spreads
widely in China, though there are no large production plants for
PFCs. The values of PFOS and PFOA detected in Xiamen1 and
Xiamen?2 differ from each other greatly, it is might due to dif-
ferent waste water sources. According to previous reports, the
waste water from industry plants, the concentrations of PFCs are
high, while from domestic products, the concentrations of PFCs
are low. The current contamination might come from the release

Table 2
Spiked recoveries of PFOS and PFOA in a Haikou sewage sludge sample® (n=5)

Analyte Spiked level (ng/g) Mean recovery = R.S.D. (%)
PFOS 5 99 £+ 15

80 96 £+ 11

125 105 +£9
PFOA 8 83 £ 12

80 88 + 10

160 84 + 8

? The Haikou sewage sludge sample served as the blank matrix. The experi-
mental conditions are same as those in Fig. 4

of PFC-containing products. The volatile precursors of PFOS
and PFOA might be another potential source for the widespread
contamination. PFOS may be present as unreacted residual in
consumer products such as clothing and surface-treatment prod-
ucts. Previous study also suggests PFOS can be come from the
biotransformation of N-ethyl-N-(2-hydroxyethyl) perfluorooc-
tanesulfonamide [20]. PFOA, as the precursor of many surface
materials, might remain in the product and be released when
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Fig. 4. The comparison of LC-MS ion chromatogram of PFOS and PFOA in
standard mixture (45 ng/mL for PFOS, 100 ng/mL for PFOA) with a sample
from Yinchuan (PFOS 2560 ng/g, PFOA 3259 ng/g). The condition of mass
spectrometry is same as those in Fig. 2 except the collusion energy is 5 V. The
condition of separation is same with mentioned in Section 2.2, the injection
volume is 10 pL. (A) The chromatogram of standard. (B) The chromatogram of
sample.
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Table 3
Concentrations of PFOS and PFOA (ng/g dry weight) in sewage sludge samples
(average concentration =+ standard error) (n=3)

Sample site PFOS PFOA
Baoding N.D. N.D.
Beixiaohe 280434 492 + 69
Guangzhoul 5383 £ 108 4591 £ 89
Guangzhou2 1015+ 51 1680+ 118
Haerbin N.D. 1650 482
Haikou N.D. N.D.
Hangzhou N.D. N.D.

Hefei 236+ 19 493 +49
Linyi N.D. N.D.
Liuzhou 2522476 1792 +90
Shanghai 472 £52 454 £ 54
Shenyang 973 +78 2159+ 86
Wulumugqi 1081 £65 4780+ 143
Xiamenl 4257+ 85 2365+95
Xiamen2 278 £25 563 £62
Yinchuan 2560+ 77 3259+75

Note: N.D. =not detected. The experimental conditions are same as those in
Fig. 4.

overheated. Other potential sources might include industrial
sources, consumer products containing residuals, and releases
of PFC-containing aqueous film-forming foam (AFFF) from
firefighting activity and training, etc. It still needs further inves-
tigations on the potential sources of the PFOS and PFOA in
China. There is not enough toxicological data affirming the
safe levels of PFOA and PFOS for environmental organisms
and human health. It should cause more concerns on the occur-
rence of these compounds in environment and organisms. More
researches should be carried out for the further risk assessment
of environmental contamination of PFCs.

4. Conclusion

LC-QTOF-MS is a powerful tool of yields full-scan mass
spectrum about structure of the molecule to enable unequivo-
cal confirmation of the presence of the PFOS and PFOA. The
method using C18-SPE for sample pretreatment and LC-QTOF-
MS system for the analysis of PFOS and PFOA in sewage
sludge samples is firstly developed herein. The satisfying spiked
recoveries and R.S.D.s confirm the reliability of the proposed
method. The acceptable sensitivities endue it practical applica-
tion to analyze PFOS and PFOA contamination in sewage sludge
samples.
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Abstract

Ipratropium (IP*) ion-selective electrode (ISE) has been constructed from poly(vinyl chloride) matrix membrane containing
Ipratropium—tetraphenylborate (IP-TPB) as the electroactive component using 2-nitrophenyloctylether as plasticizer. The electrode exhibits near
Nernstian response to Ipratropium bromide (IPBr) over the concentration range 107> to 107> mol L' and detection limit 5.1 x 107 mol L™'. The
electrode offers significant advantages including long lifetime (>2 months), excellent stability and reproducibility, fast response time (<10 s), wide
pH working range (pH 2-9), high thermal stability (isothermal coefficient 0.37 mV/°C) and superior selectivity for IPBr over a large number
of inorganic and organic substances. The electrode was successfully used as indicator electrode in the potentiometric titration of IPBr versus
sodium tetraphenylborate (NaTPB) and in the determination of IPBr in Atrovent® vials and spiked urine samples applying batch and flow injection

techniques, with satisfactory results.
© 2008 Elsevier B.V. All rights reserved.

Keywords: Ipratropium bromide; PVC membrane electrodes; Potentiometric determination; Flow injection analysis

1. Introduction

Ipratropium bromide (IPBr), chemically described as 8-
azoniabicyclo [3,2,1]-octane-3-(3-hydroxy- 1-oxo-2-phenylpro-
poxy)-8-methyl-8-(1-methylethyl) bromide monohydrate, is a
synthetic quaternary ammonium antimuscarinic agent with
peripheral effects similar to those of atropine. It is admin-
istered by inhalation as a bronchodilator in the treatment of
chronic reversible airways obstruction, particularly in asthma
and chronic bronchitis [1,2]. The structural formula is shown in
Fig. 1.

HPLC [3-8], HPLC/MS [9], CE/MS [10], radio-receptor
assay [11,12], non-aqueous titration [13], kinetic and first-
derivative spectrophotometry [ 14] have been reported as suitable
analytical methods for the determination of IPBr. However, most
of these methods are generally involved in the use of more
sophisticated instrumentation or more complex procedures, and
some of them suffer from poor linearity of the calibration curve
or from long response times.

* Corresponding author. Tel.: +20 123861504.
E-mail address: mhassouna47 @yahoo.com (M.E.M. Hassouna).

0039-9140/$ — see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.01.014

Potentiometric detection based on ion-selective membrane
electrodes (ISMEs), as a simple method, offers several advan-
tages such as speed and ease of preparation and procedures,
simple instrumentation, relatively fast response, wide dynamic
range, reasonable selectivity, application in colored and turbid
solutions and low cost.

Although ion-selective membrane electrodes have been
widely used in pharmaceutical analysis [15-22], no electrodes
responsive to IPBr have so far been published.

Therefore, the aim of this work is the development of
a polymeric ion-selective electrode (ISE) for IPBr. Studies
on the determination of IPBr in pharmaceutical preparations
(Atrovent® vials) and in spiked urine samples were carried out
to illustrate the analytical utility of the proposed method in both
batch and FI conditions.

2. Experimental
2.1. Reagents and materials
All reagents were of analytical grade and used without any

further purification. Doubly distilled water was used through-
out. IPBr-H>O (95.8% as anhydrous IPBr) was kindly provided
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Fig. 1. Structure formula of Ipratropium bromide (IPBr).

by Boehringer Ingelheim, Germany. High relative molecular
weight poly(vinyl chloride) (PVC), nitrobenzene (NB), benzyl
acetate (BA), and tetrahydrofuran (THF) were from Aldrich.
Dibutylphthalate (DBP) was from Riedel de Hein, dioctylphtha-
late (DOP) was from Merck, 2-nitrophenyl octyl ether (NPOE)
was from (Fluka), sodium tetraphenylborate (NaTPB) was from
Panreac. Atrovent® unit dose vials, labeled to contain 250 ne
anhydrous IPBr per 2 mL, which were assayed for IPBr content
in this study were purchased from a local pharmacy in Beni-
Suef

Stock IPBr-H,O solution 0.1 mol L~! was prepared by dis-
solving 2.246g IPBr-H;O in 50mL of water. NaTPB was
freshly prepared in hot water. Ionic strength adjustor buffer
(ISAB), Composed of acetate buffer (pH 4.5; 0.5 mol L™
and 1.0mol L~! NaCl, was prepared from acetic acid, sodium
acetate and sodium chloride and was diluted as nece-
ssary.

2.2. Preparation of Ipratropium—tetraphenylborate
(IP-TPB) ion pair

The IP-TPB ion pair was prepared by mixing 25 mL of
0.01 mol L™! solution of IPBr with 25 mL of 0.01 mol L~! solu-
tion of NaTPB. The formed white precipitate was filtered, and
washed thoroughly with water until no bromide ion was detected
in the washing solution. The white precipitate was then dried

under vacuum and finely powdered. The composition of the ion
pair was found to be 1:1 as confirmed by elemental analysis done
at the central laboratory unit (United Arab Emirates University,
Al-Ain, UAE). The percentage values that were found are 80.94,
7.66, and 2.08 and the calculated values are 81.1, 7.73, and 2.15
for C, H, and N, respectively.

2.3. Preparation of membranes

The components listed in Table 1 were mixed and dis-
solved in 2mL THF. The resulting solution was transferred
into a 2.5-cm diameter glass ring placed on a glass Petri dish.
After slow evaporation of THF at room temperature for 36 h,
membranes with ~0.2 mm thickness were formed. These mem-
branes were used for electrode construction in batch and FI
modes.

2.4. Batch setup

2.4.1. Electrode construction

Electrodes were assembled by cutting 6-mm diameter disks
from the prepared membranes and mounting them into the pol-
ished end of PVC tubing (4-mm i.d.) using 5% PVC-THF
solution. The electrodes were then filled with a mixture of
0.1mol L~! NaCl and 1073 mol L™! IPBr as the internal fill-
ing solution and were conditioned in a solution of the same
composition.

2.4.2. Electrochemical system

The electrochemical cell may be represented as fol-
lows: Ag/AgCl(s)/filling solution/membrane/sample solution/
1.0molL~! CH3COOLi salt bridge/44.0mol L~! KCl/Ag/
AgCl. The cell potential was measured using an Orion 420Aplus
digital pH/mV meter (Thermo Electron Corporation, USA) and
in some runs a four-channel high-input impedance module [23]
attached to ADC-16 data acquisition card (purchased from Pico
Technology Limited, London, UK) connected to a personal com-
puter. The reference electrode was a Jenway Ag/AgCl double
junction containing 1.0 mol L™! lithium acetate solution in the
outer compartment.

Table 1
Influence of the membrane composition on the characteristics of the electrodes
Electrode no. IP-TPB (mg) PVC (mg) Plasticizer (mg) Slope Regression Linear range LOD (mol L) Response
(mV/decade) coefficient (molL™1) time (s)
1 3 61.1 DBP (121) 41.7 0.9999 7.9 x 107 to 102 1.0x 1073 <15
2 4 60.5 DBP (120.9) 57.53 0.9995 1.0x10%t01072  6.8x107° <10
3 5 60.0 DBP (120) 59.8 0.9991 1.0x105t01072  5.6x107° <10
4 5 60.0 NB (120) 427 0.9993 9.8 x 107 to 102 1.3 %107 <20
5 5 60.3 BA (121.1) 433 0.9991 24x10° 01072 55x107° <20
6 5 60.0 DOP (122) 60.2 0.9999 26%x107°t01072  57x107° <15
7 5 60.0 2-NPOE (120) 59.4 0.9995 1.0x107°t0 1072 54x107° <10
8 4 60.3 2-NPOE (120.7)  61.4 0.9999 1.0x1075t0 1072  5.1x107° <10
9 4 91.3 DBP (91.1) 57.83 0.9993 1.0x107t01072  6.8x107° <10
10 4 91.8 2-NPOE (91.5) 58.81 0.9998 1.0x10%t01072  5.1x107° <10
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2.5. Flow injection setup

2.5.1. Construction of electrode unit

A laboratory-made tubular flow-through IP*-selective poly-
mer membrane electrode was prepared as described by
Meyerhoff et al. [24,25]. The polymer ISE-membrane casting
solution was made by re-dissolving 6-mm diameter piece from
the previously mentioned membrane in 0.5 mL of THE.

The tubular IP*-ISE was made by the following method. A
20-gauge syringe needle (1.5-in. long) with its tip rounded off
was inserted into the bore of a small piece (50-mm) of PVC
tubing (1.0-mm i.d.). A small part of the tubing wall near its
midpoint was cut away using a razor blade. With the needle
still in place, six drops of IP-TPB casting solution were added
slowly, covering the hole. Between drops, the THF was allowed
to evaporate. The final ISE-tube was allowed to dry completely
for an additional 1-2 h. The tube was then mounted into an outer
plastic jacket in which a hole slightly larger than the outer diam-
eter of the electrode tube had been drilled. The tube was sealed
in place with rubber glue (to prevent leakage of the internal ref-
erence solution) while the ISE-membrane was facing down. The
syringe needle was removed after the glue had dried. The elec-
trode assembly was completed by filling the inside of the jacket
with the filling solution (sufficient to cover the tubular electrode)
and inserting Ag/AgCl reference wire.

2.5.2. Setting up the IP*-ISE-FIA system

Fig. 2 shows a schematic diagram of the setup for the IP*-ISE-
FIA system. The carrier stream reagent (acetate buffer (pH 4.5;
0.05mol L~"), NaCl 0.1 molL~") was kept in a polyethylene
bottle and delivered through the system by a four-channel vari-
able speed peristaltic pump (Masterflex model 7519-20, Cole

G N

Parmer Inc.). The outlet of the pump was connected to a rotary
injection valve (Rheodyne, P/N 7125) which had a 100 wLL sam-
ple injection loop with 30cm polyethylene tubing coiled in
2.5-cm diameter reel. The outlet of the valve was connected
to the IP*-ISE through 5-cm stainless steel tubing. The outlet
of the IP*-ISE assembly was allowed to flow over the surface of
a double junction Ag/AgCl reference electrode to complete the
electrochemical cell, and then the sample solution was allowed
to drip into a waste collector. Potentiometric measurements were
made by connecting the IP*-ISE and reference electrode to the
high-input impedance module and the ADC-16 data logger. The
potential was continuously output to PC through the PicoLog
recorder software.

2.6. Sensor calibration and selectivity

In batch measurements, the IP*-ISE and the reference
electrode were immersed in 2.5mL ISAB diluted to 25 mL
with water, and suitable increments of standard IPBr solution
were added, so as to span the concentration range 10~/ to
102 mol L~! IPBr, while the solution was constantly stirred
at ~25 °C. The EMF was continuously recorded using PicoLog
recorder software. Additionally, a series of standard IPBr solu-
tions covering the concentration range 10~ to 10> mol L~!
were separately prepared and the EMF of each solution was
measured using a pH/mV meter, under constant stirring. The
EMF readings were plotted against pIPBr. The calibration pro-
cess was repeated at 20, 30, 40, 50, 60 and 70 °C to study the
effect of temperature.

In FI mode, a series of freshly prepared standard IPBr solu-
tions in the concentration range of 107% to 1072 mol L™! were
injected into the flow stream at room temperature, and the cal-

/ ADC-16 HIM

()
O

FTE R

'y

W

Fig. 2. Schematic diagram of the flow injection system: C, carrier stream reagent; P, peristaltic pump; S, sample injection valve; FTE, flow-through electrode; R,
Ag/AgCl reference electrode; W, waste; HIM, high-input impedance module; ADC-16, ADC-16 data logger; PC, personal computer.
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ibration curve was constructed by plotting the average peak
potential of three signals for each standard versus pIPBr.

The selectivity coefficients Kﬁ?fB were evaluated by the
separate solution method [26,27] in which the potential of a
cell, comprising IP*-ISE and a Ag/AgCl reference electrode,
was measured with each of two separate solutions: one is
10~* mol L~! IP*, and the other is 10~* mol L~! interferent B.

The value of Kﬁ?tB was calculated from the equation:

E,—E z
log Kty = % + (1 - (ZI;’)) log[1.0 x 1074]

where E| and E; are the measured EMF values for the two
solutions, respectively, and S is the slope of the calibration graph.

The selectivity coefficients in case of neutral and organic
species were determined by the matched potential method
(MPM) [27]. In this method, the potentiometric selectivity coef-
ficient is defined as the activity ratio of primary and interfering
ions that gives the same potential change under identical con-
ditions. At first, a known activity (aa’) of IPBr solution is
added into a reference solution that contains a fixed activity
(aa; 1 x 1079 mol L™!) of IPBr, and the corresponding poten-
tial change (AE) is recorded. Next, a solution of an interfering
ion is added to the reference solution until the same potential
change (AE) is recorded. The change in potential produced at
the constant background of the primary ion must be the same
in both cases. The selectivity factor K %’Pévl for each interferent
was calculated using the following equation:

/
MPM __ 9p — 4A
Kppg = —
s B

2.7. Potentiometric determination of IPBr

2.7.1. Direct calibration method

ISAB (1 mL) was added to a 3 mL aliquot of the Atrovent®
vials and the solution was diluted to 10 mL with water. The
EMF values were measured using both batch and FI modes, and
the IPBr concentration was calculated from their corresponding
calibration curves.

2.7.2. Standard additions method

The standard additions method was applied as described else-
where [39]. Atrovent® test solutions were prepared as previously
described in the direct calibration method. The EMF values
were recorded before and after addition of small increments
(50200 wL) of standard IPBr solution (0.01 molL~") using
batch as well as FI modes.

The sample concentration was calculated using the equation:

o _ [ CaVs 1
T v 104E/S _q

where C, is the IPBr concentration of the test sample, Cy is
the concentration of the standard solution, V, and Vg are the
corresponding volumes, S is the slope of the electrode response
and AFE is the difference in (mV) between EMF after and before
addition of the standard solution.

2.7.3. Potentiometric titration of IPBr

Three solutions containing 10.7, 17.2, and 22.4 mg IPBr-H,O
were diluted to 20 mL. with water, ISAB (2.5 mL) was added
to each solution, and the solution was titrated with standard
solution of 0.01 mol L~! NaTPB.

A 3mL aliquot of Atrovent® sample adjusted with ISAB
(2.5mL) and diluted to 10 mL with distilled water was titrated
against 0.001 mol L~! NaTPB. The volumes of titrant at the end
points were obtained using the differential method.

2.7.4. Determination of IPBr in urine

Two series of solutions were prepared by adding varied
quantities of IPBr-H>O (5.0 x 10~ to 1.0 x 1072 mol) to urine
sample (2.5 or 1.0mL), the pH and the ionic strength were
adjusted by adding ISAB (2.5 or 1 mL), and the volume is
completed to 25 or 10 mL with distilled water to cover the con-
centration range 2 x 107> to 4 x 10™*mol L~ and 5 x 107 to
1 x 1073 mol L™, respectively. The IPBr contents in the first
series were recovered by the batch mode, while those in the sec-
ond one were recovered by the flow injection mode, using the
direct calibration method. Appropriate aliquots of standard IPBr
solution (0.01 mol L™!) was then added to each solution of the
above two series and the IPBr contents were recovered by the
standard additions method as described in Section 2.7.2.

2.8. HPLC measurements

The measurements were carried out with isocratic conditions
close to those reported in Ref. [8] using Agilent HPLC 1100 sys-
tem, Agilent ZORBAX Eclipse XDB-C8 (4.6 mm x 150 mm)
column, acetonitrile/phosphate buffer (pH 4; 0.1 molL~")
(20:80) as a mobile phase with a flow rate of 1 mL min~! and
UV detection at 210 nm at room temperature.

3. Results and discussion
3.1. Optimization of the membrane composition

The effect of the amount of ion pair in the membrane phase on
the potentiometric response was investigated. The data shown
in Table 1 clearly indicates that the electrode with small amount
(1.6 wt%) of IP-TPB ion pair has a sub-Nernstian slope. In order
to obtain Nernstian response, the electrode must have sufficient
amount of lipophilic ion-pair. The electrodes with sufficient
amounts (2.2-2.7 wt%) of IP-TPB exhibited improved sensi-
tivity and working range. However, increasing the wt% above
2.7 turns the membrane turbid and the response deteriorates due
to the membrane inhomogeneity.

Plasticizers play an important role in the behavior of ISEs.
For the plasticizer to be adequate for its use in a polymeric ISE,
it should gather certain properties and characteristics such as
having high lipophilicity, high-molecular weight, low tendency
for exudation from the polymeric matrix, low-vapor pressure
and high capacity to dissolve the substrate and other additives
present in the polymeric membrane. Additionally, its viscosity
and dielectric constant should be adequate [28-30].
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Five plasticizers namely BA, NB, DOP, DBP and 2-NPOE
were evaluated. As shown in Table 1, the best performances, in
terms of slopes, linear range and detection limit obtained have
the following order: 2-NPOE >DBP >DOP >BA > NB. These
results show that the plasticizer molecule should be sufficiently
large as not to be lost to the aqueous solution; smaller molecules
of very high polarity such as nitrobenzene (e =34.8) are not
suitable since they are readily lost from the membranes when it
is contacted by an aqueous medium [31].

The best results were obtained for 2-NPOE (e, =24) and
DBP (e;=6.4), being slightly better for 2-NPOE, since they
have greater polarity, their lipophilicity is in principle high
enough to avoid exudation. Membranes with DOP (&;=5.1)
showed slightly higher LOQ and LOD, since it has a slightly
higher lipophilicity and lower polarity compared with DBP and
2-NPOE.

Membranes constructed with BA (e,=5.0) had the worst
results. This is due to the fact that the membrane does not reach
the minimum polarity required for improving mobility and dif-
fusion of the active centers, which is impeded, at the same time,
as a result of high lipophilicity of the employed plasticizer.

These results seem to indicate a synergism between
lipophilicity and polarity, where the best results were obtained
when these properties reach an intermediate value [30]. Fur-
thermore, the plasticizer/PVC ratios were examined; the results
showed that 1:1 and 2:1 are comparable.

Based on the above-mentioned response characteristics of
all the examined electrodes, electrode no. 8 was chosen for all
subsequent studies.

3.2. The effect of the internal filling solution

Tonophore-based membranes are prone to suffer from elec-
trolyte coextraction at the inner membrane side; as a result, the
composition of the internal solution influences both the achiev-
able lower detection limit and the shape of the response function
[32-35].

With ionophore-free ion-exchanger-based membranes, no
ionophore is present in the membrane that could lead to unde-
sired coextraction of electrolyte at the inner membrane side,
only a marginal influence of the inner solution composition on
the detection limit is found [36].

To investigate the effect of the internal filling solution compo-
sition, different solutions of pure IPBr (10~* to 107> mol L™ ")
or mixed with NaCl (0.1 mol L™!) were tested. The obtained
results showed that the variation of the internal solution compo-
sition did not produce any significant difference in the potential
response, except for an expected change in the intercept of the
resulting Nernstian plots. Hence, a mixture of (10~> mol L~
IPBr, 0.1 mol L~! NaCl) was chosen as internal solution in all
subsequent studies.

3.3. Influence of pH and electrolyte concentration
The effect of pH on the electrode response was studied by

measuring the electrode response at IPBr concentrations of
1073, 10~* and 1073 mol L~! over a wide pH range. The pH

of the solution was adjusted by adding small volumes of con-
centrated hydrochloric acid or concentrated sodium hydroxide
to the test solution. The electrode response was found to be
independent on the pH range from 2 to 9. At lower pH values,
the potential increased probably due to the response of the mem-
brane to H3O", while athigh pH (pH > 9), the potential decreased
due to the interference from OH™. It should be noted, however,
that such convenient working pH range of the electrode covers
a wide range of samples that can be measured without prior pH
adjustment.

The choice of a suitable ionic strength value at which the
membrane electrode exhibits the best response is also of prime
importance in quantitative analyses. Since the Atrovent® sam-
ple contains NaCl as additive, NaCl was chosen to adjust the
ionic strength. The potential values of the membrane electrode
at different electrolyte concentrations (0.02—0.2 mol L~! NaCl)
were determined at pH 4.5. It was found that the electrode fol-
lowed Nernstian behavior towards IPBr at all the examined ionic
strength values.

The effect of NaCl on the electrode response was also exam-
ined by addition of NaCl to 10~* mol L~! IPBr solution prepared
in acetate buffer (pH 4.5; 0.05 mol L~1). The electrode showed a
slight anionic response (decrease in potential) towards chloride
ion in the concentration range (0.02-0.08 mol L™!). Increasing
the NaCl concentration up to 0.2molL~! did not cause any
further decrease in potential.

ISAB ,composed of acetate buffer (pH 4.5; 0.05 mol L1 )and
0.1 mol L~! NaCl, was chosen for further investigations.

3.4. Conditioning and storage

There was no significant difference in the response obtained
whether fresh membranes or the soaked ones were used, though
reproducible calibration graphs were obtained after soaking the
electrodes in the internal filling solution for at least 30 min. The
electrodes were rinsed with water between measurements and
stored in the filling solution when not in use.

3.5. Effect of temperature

Calibration graphs (EMF vs. pIPBr) were constructed at test
solution temperatures of 20, 25, 30, 40, 50, 60 and 70 °C. The
slope, dynamic range, detection limits and the standard poten-
tial (E°) of the electrode were calculated at each temperature.
For the determination of the isothermal coefficients (dE°/dr) of
the cells, the standard electrode potentials E°, obtained from the
calibration graphs as the intercepts at pIPBr=0, were plotted
versus (f — 25), where 7 is the temperature (°C) of the test solu-
tion. A straight-line plot was obtained according to the following
equation [37]:

E° =037 —25)+ 2274

The slope of the line, which represents the isothermal coefficient
of the cell (0.37mV/°C), reveals a fairly high thermal stability
of the cell within the investigated temperature range.
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Table 2
Potentiometric selectivity coefficients for the IP*-ISE 1507 -
Interferent —log K ﬁ;’_‘Bﬂ Interferent —log K %}’é\’[ b
KNO3 3.52 Glucose 5.25
NH4ClI 3.62 Maltose 5.16 100
LiNO3 3.75 Fructose 5.08 10° (mol L ) 1PB]
MgCl, 2.96 Lactose 5.35
CaCl, 3.15 Starch 5.13 S
SrCl 2.94 Caffeine 475 E
BaCl, 2.88 Ascorbic acid 5.12 L§L
COC12 3.56 Citric acid 4.94 u 10" (mol L'y IPBr|
NiSOq4 3.67 Benzoic acid 4.85
Cu(NO3), 3.36 Glycine 4.52
ZnCly 3.18 Alanine 4.74 0]
AI(NO3)3 3.42 Valine 4.55
Cr(NO3)3 3.53 Urea 4.67 10l Ly 51

2 Values obtained using the separate solution method (SSM).

b Values obtained using the matched potential method (MPM). B0 oomarcy eer

Sofrer Buffer

3.6. Selectivity of the electrode

The selectivity of an ion-pair-based membrane electrode

depends on the physico-chemical characteristics of the ion
exchange process at the membrane—sample solution interface,
the motilities of the respective ions in the membrane, and
hydrophobic interactions between the primary ion and the
organic membrane [38].

The response of the electrode to different substances has been
investigated and the selectivity coefficient was used to evaluate
the degree of interference. The selectivity coefficients obtained
(Table 2) show that the proposed electrode is highly selective
towards IP* ion. The inorganic cations did not interfere due to the
differences in their mobility and permeability, compared to IP™.
In case of sugars and amino acids, the high selectivity is mainly
attributed to the difference in polarity and to the moderately

hydrophobic nature of their molecules relative to TP* [18].

T T
300 400 500

Time (sec.)

T
200
Fig. 3. Dynamic response and recovery time of IP*-ISE.

3.7. Lifetime, reproducibility and response time

The electrode lifetime was investigated by performing the
calibration curve and the periodic testing of standard solutions
(10~ to 1072 mol L~ ! IPBr) and calculating the response slope.
It was observed that the investigated electrodes exhibit good
stability in terms of slope in the linear domain of concentration
and the electrodes can be used continuously for about 2 months
without considerable decrease in its slope value.

The repeatability of the potential measurement for a
10~* mol L~! standard IPBr solution for five replicate measure-
ments gave a R.S.D. of 1.2%.
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Fig. 4. FI output for injection of IPBr standards and spiked urine sample solutions: (1) 1 x 1073 molL™", (2) 2.5 x 107> molL~!, (3) 5 x 107> molL™!, (4)
1x 10 molL™!, (5) 5x 10~*molL~", (6) 1 x 1073 molL~! and (7) 1 x 10~2molL~! IPBr. Spiked urine sample solutions (U1-U6). Insert: corresponding
calibration curve.
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The dynamic response time [39,40], is defined as the time
which elapses between the instant at which an ion-selective
electrode and a reference electrode (ISE cell) are brought into
contact with a sample solution, or at which the activity of the
ion of interest in a solution is changed, and the first instant at
which the EMF/time slope (AE/Af) becomes equal to a lim-
iting value on the basis of the experimental conditions and/or
requirements concerning the accuracy. This response time is
measured by successive 10-fold increases in IPBr concentrations
ranging between 107® and 102 molL~! IPBr. The response
time was fast, being nearly instantaneous (5-105s), as shown
in Fig. 3, and the potential readings remain constant for a pro-
longed period of time. A very short baseline recovery time was
also observed when the electrode was washed with water. These
characteristics assure the feasibility of using this electrode in
flow measurements.

3.8. Flow injection

Flow injection analysis (FIA) is a simple, rapid, and ver-
satile technique that is now firmly established, with widespread
applications in quantitative chemical analysis. ISEs in flow injec-
tion potentiometry (FIP) have several advantages compared to
steady-state measurements. They include, fast sample through-
put, high precision, small sample volumes, economical use of
reagents, correction of electrode drift by the measurement of
peak heights and ease of computer automation [41-43].

Important variables of a single-line flow setup are confined to
sampling volumes and flow-rates. The length of the tubing from
injection valve port to electrochemical cell was made as small as
possible to minimize dispersion and dilution. The optimization
was carried out by measuring the analytical signals produced
after injecting 20, 50, 100 and 200 pL of 1073 mol L~! IPBr,
prepared in carrier solution, at flow rates of 1.5, 2.6, 4.5 and
6.5mLmin".

A sample loop of size 100 wL and flow rate of 2.6 mL min~!
were found to give optimal peak height, low consumption of
reagents, and a short base line recovery time. Under these con-
ditions the electrode provides for a practical detection limit of
8.5 x 107°mol L™!, a linear response in the range 2.5 x 1073
to 1072 mol L~! with slope of 52.7 mV/decade and correlation
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coefficient of 0.9998, and a sampling frequency of about 40
samples/h that can be assayed with excellent precision in the con-
centration range of interest. The higher level of detection limits
that observed in FI technique relative to batch one is due to the
difference in dispersion coefficients between the two modes and
the short time of contact between the sample and the electrode
in case of FI [44]. A typical FI recording and its corresponding
calibration graph are shown in Fig. 4.

3.9. Analytical applications and statistical evaluation of
results

The electrode was utilized as an indicator electrode in the
potentiometric titration of different concentrations of IPBr and
Atrovent® vial samples with standardized NaTPB solution. Typ-
ical titration curves with sharp inflection breaks were obtained
as found in Fig. 5. The signal change at the inflection breaks
was found to be ~70-150 mV depending on the starting IPBr
concentration.

Atrovent® vials were also analyzed by the direct potentiom-
etry and standard addition methods applying both batch and FI
conditions.

100

.
s0 T
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1) ) (3)
-100] \ k
~—

mv)
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-150

2 3 4 5 & 71 8
NaTPB (0.01 mol L-"),ml

o
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Fig. 5. Potentiometric titration curve of (1) 10.7 mg, (2) 17.2 mg and (3) 22.4 mg
IPBr-H,O against 0.01 mol L~! NaTPB using IP*-ISE as indicator electrode.

Table 3

Determination of IPBr in Atrovent® vials

Method Atrovent® (261 pg/2 mL) S.D. R.S.D. (%) F-Test? t-Test?

Found (pg/2 mL) Recovery®

Batch technique
Direct calibration 261.16 100.06 3.77 1.44 2.26 0.195
Standard additions 259.00 99.23 1.8 0.7 1.94 1.5
Potentiometric titration 261.13 100.05 2.84 1.09 1.28 0.25

FI technique
Direct calibration 259.02 99.24 1.89 0.73 1.76 1.46
Standard additions 264.43 101.3 3.51 1.33 1.96 1.11
Reference method [8] 261.67 100.3 2.51 0.96

@ The tabulated F-value at 95% confidence level, F. (0.05, 3.3)=9.28.
b The tabulated #-value at 95% confidence level, z. (0.05, 4) =2.776.
¢ % of the nominal values, average of three determinations.
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Table 4
Determination of IPBr in spiked urine samples
Taken (mg) Method

Batch Technique FI Technique

Direct calibration Standard additions Direct calibration Standard additions

Found (mg)?* Recovery® Found (mg)?* Recovery® Found (mg)* Recovery® Found (mg)?* Recovery®
0.215 0.302 (2.5) 140.5 0.32 (2.03) 148.9 0.27 (3.67) 1254 0.276 (2.15) 128.4
0.43 0.497 (1.3) 115.5 0.5 (1.01) 116.7 0.465 (1.77) 108.1 0.461 (0.65) 107.2
0.861 0.93 (0.31) 107.8 0.873 (0.65) 101.4 0.89 (0.68) 103.3 0.89 (0.98) 103.1
1.722 1.79 (3.4) 104.2 1.673 (0.91) 97.2 1.717 (0.48) 99.7 1.786 (2.84) 103.8
3.44 3.53(3.2) 102.4 3.26 (1.04) 94.5 3.54 (2.4) 102.7 3.35(@3.5) 97.4

2 Values in parentheses represent the percentage relative standard deviation of three determinations.

b % of the taken values.

As shown in Table 3, good agreement between the recov-
eries is obtained by the proposed and the reported methods
[8]. Statistical evaluation of the results [45] showed that there
is no significant difference between the proposed and reported
methods in terms of accuracy and precision.

The prepared electrode has been successfully used for the
determination of IPBr in urine samples spiked with known
amounts of IPBr, applying batch and FI conditions. As can be
seen in Table 4, urine samples containing IPBr concentration
down to 1 x 107* and 8 x 107> mol L™! could be determined
with excellent recovery using batch and the FI modes, respec-
tively.

4. Conclusion

The proposed electrode based on IP-TPB with PVC matrix,
offers a valuable technique for the determination of IPBr in
pure solutions, in urine and in pharmaceutical preparations.
The inherent advantages of the proposed electrode are its rapid
response, simple operation, precise results, low cost, direct
application to the determination of IPBr in complex matrix
without prior separation, high selectivity for IPBr, and the appli-
cability in flow injection systems.
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Abstract

Poly(ethylene glycol) methyl ether methacrylate (PEGMEM) microparticles were synthesized and glucose oxidase (GOx) was immobilized
within the microparticles. An amperometric biosensor was fabricated using the microparticles with GOx as biological component. The enzyme
immobilization method was optimized by investigating the influence of monomer concentration and cross-linker content used in the preparation
of the microparticles in the response of the biosensor. The best analytical results were obtained with the microparticles prepared with 0.21 M
PEGMEM and 0.74% cross-linking. Furthermore, we have investigated the influence on the biosensor behaviour of parameters such as working
potential, pH, temperature and enzymatic load. In addition, analytical properties such as sensitivity, linear range, response time and detection limit
were determined. The biosensor was used to determine glucose in human serum samples and to avoid common interferents present in human serum
such as uric and ascorbic acids. A Nafion layer was deposited on the electrode surface with satisfactory results. The useful lifetime of the biosensor

was at least 520 days.
© 2008 Elsevier B.V. All rights reserved.
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1. Introduction

Glucose biosensors have attracted great interest because of
the increasing incidence of diabetes in the population of devel-
oped countries [1,2]. The performance of a biosensor depends
on the materials and fabrication techniques. The use of bio-
compatible materials will allow the monitorization in vivo of
the different compounds such as glucose or cholesterol. Future
progress and development in biosensor design will inevitably
focus upon the technology of new materials that promise to
solve the biocompatibility problems. Materials with hydrogel-
like properties are generally biocompatibility due to their high
water content [3] and can be used to immobilize enzymes such
as GOx. The immobilization of enzymes with complete reten-

* Corresponding author. Tel.: +34 91 394 1756; fax: +34 91 394 1754.
E-mail address: bealopru@farm.ucm.es (B. Lépez-Ruiz).

0039-9140/$ — see front matter © 2008 Elsevier B.V. All rights reserved.
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tion of its biological activity in matrices with good diffusion
properties for substrates is a decisive factor for the develop-
ment of biosensors. Various methods for enzyme immobilization
have been reported, such as covalent binding [4,5], entrapment
in a suitable matrix [6,7], adsorption onto insoluble materi-
als [8], conjugation [9], ionic—covalent hybridization [10,11],
etc.

Besides, GOx (EC 1.1.3.4) is a very robust enzyme that is
often used as model for testing and developing new immobiliza-
tion systems such as polymer films, polymer gels, conducting
polymers, and methacrylate-based polymers that have been
assayed for developing glucose biosensors [12—17].

After the pioneer work in the 1960s [18], the use of methacry-
late hydrogels in biomedical applications has made remarkable
progress in the field of biosensors, drug delivery systems, contact
lenses and synthetic membranes [7,11,19-23].

PEGMEM (see Scheme 1) has been copolymerized with dif-
ferent cross-linkers to form comb-like copolymers with hydrogel
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— PEGMEM™ "

Scheme 1. Structure of PEGMEM.

properties because it is a non-cytotoxic, monofunctional and
biocompatible polymer [24-26].

In this work we have prepared biocompatible microparticles
of p-PEGMEM and we have used them as a new system of
immobilization of GOx for application as biological component
of an amperometric glucose sensor. The biosensor was opti-
mized by studying the influence on the biosensor response of
parameters used in microgel synthesis such as monomer concen-
tration and cross-linking content as well as working conditions
such as working potential, pH of the medium, temperature, and
enzymatic load.

2. Experimental
2.1. Chemicals

PEGMEM, GOx (425IU/mL) from Aspergillus niger,
D+glucose, ascorbic acid, uric acid and Nafion 5wt.%
were purchased from Sigma (St. Louis, MO, USA). N,N'-
Methylenebisacrylamide (BIS) from Aldrich (St. Louis,
MO, USA), ammonium persulfate, N,N,N',N -tetramethyl-
ethylendiamine (TEMED) and the surfactant Span 80 from
Fluka (Buchs, Switzerland). Acetate/phosphate buffer solutions
were prepared from stock solutions of sodium dihydrogen phos-
phate and sodium acetate (Panreac). The dialysis membrane
(12,000-14,000 MWCO) was purchased from Spectrum Medi-
cal Industries. All reagents were used as received and the water
was Milli Q quality (Millipore, Milford, MA, USA).

2.2. Apparatus and measurements

The microgel particles were examined using scanning
electron microscopy (SEM) in a JEOL JSM-6400 micro-
scope operating at an acceleration voltage of 20kV and
5000 magnification. The grid with the microparticles was dried,
and replicas were produced by shadowing with gold deposited
with a Balzers Sputter Coater (SCD-004). Particle size measure-
ments in the range 2—150 wm were performed with a Galai-Cis-1
particle analyzer system. The instrument consists of a laser-
based analyzer which evaluates the particle diameter from
the time it takes to cross a laser beam and a video-based
analyser shows the shape of the microparticle. Amperomet-
ric measurements at constant potential were carried out at a

Metrohm Polarecord potentiostat, Model E-506. The pH of the
buffer solution was adjusted using a Metler Toledo MP-230
pH-meter. Electrochemical measurements were performed in
0.05 M acetate/0.05 M phosphate buffer, in a three-electrode cell
with a platinum electrode as working electrode, a SCE reference
electrode and a platinum counter electrode.

2.3. Emulsion preparation

p-PEGMEM microgels with varying amounts of BIS were
prepared using the concentrated emulsion polymerization
method [27]. The immobilization of GOx was carried out
by adding the enzyme (4251U/mL) in the aqueous phase
of the concentrated emulsion. The amount of cross-linking
1 (%) = ng1s/(nBI1s + Rmonomer) Where npis and 7monomer are the
number of moles of BIS and monomer, respectively was varied
between 0.34% and 5.82%. Since the time of synthesis is about
1.5h, the temperature was controlled and kept below 25 °C to
preserve the enzyme properties.

2.4. Overall reaction of the glucose biosensor

The electrode surface (diameter 3 mm) was polished with
0.05 pm alumina slurry paste. After polishing, any residual
abrasive particles were removed ultrasonically in ethanol and
subsequently in distilled water. An exactly weighed amount
of microgel particles was placed on the electrode surface and
fixed with a dialysis membrane. The resulting electrode was
washed with phosphate buffer and overoxidized at +0.6 V ver-
sus SCE until the background current decreased to a constant
level.

The biosensor response is based on an indirect measurement
that correlates the amount of glucose with the concentration
of hydrogen peroxide. Because the redox centres in GOx are
insulated within the enzyme molecule, direct electron transport
to the surface of the electrode does not occur to any measurable
degree. GOx is first reduced by the substrate glucose and then
reoxidized by oxygen. Oxygen behaves as electron acceptor for
reduced GOx leading to the formation of hydrogen peroxide
that is oxidized at the electrode and results in the current that is
detected by amperometry.

3. Results and discussion
3.1. Characterization of the microparticles

Fig. 1 shows a micrograph of p-PEGMEM microparticles
with entrapped GOx prepared with 7=0.74%. The microgels
are spherical and polydisperse.

As Fig. 2 shows, the concentrated emulsion polymerization
method produces microparticles with entrapped GOx whose
diameters lie between 2 and 12 pm. The average size is 5.2 um
very close to the average size 5 pm of the microparticles with-
out GOx and cross-linking 17 =0.74%. As Fig. 2 illustrates, 50%
of the microparticles present a size comprised between 2 and
4 pm.
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Fig. 1. SEM micrograph of freeze-dried p-PEGMEM microparticles with
entrapped GOx.

3.2. Optimization of the synthesis method

3.2.1. Monomer concentration

The steady-state response curves, obtained at the platinum
electrode with p-PEGMEM microparticles synthesized at pH
6.5, 11=0.74%, containing 425 IU/mL of GOx and different pro-
portions of monomer in the aqueous phase (0.10, 0.21, 0.83 and
1.17 M) are illustrated in Fig. 3a. The maximum current response
was found when the monomer concentration was 0.21 M. A
further increase in the monomer concentration decreases the
current response and we attribute this behaviour to a higher dif-
fusional barrier that hinders the motion of the substrate towards
the enzyme catalytic site as well as the diffusion of the prod-
uct of the enzymatic reaction towards the electrode. Decreasing
the monomer concentration at 0.10 M also results in a decrease
of the response, due to the loss of immobilized enzyme when
small amount of monomer is used. The enzymatic activity
observed in the supernatant liquid obtained after the synthesis of
the microparticles when the monomer concentration is 0.10 M
seems to support this interpretation.

3.2.2. Effect of the cross-linking contents
In order to find the optimum pore size of the polymer matrix,
biosensors based on microparticles with different amount of
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Fig. 2. Size distribution of the p-PEGMEM microparticles with entrapped GOx,
in phosphate buffer pH 6.5 and 25 °C.

cross-linking (1) were prepared. Fig. 3b shows the calibration
curves of the biosensor response versus glucose concentration
for microparticles with cross-linking between 0.34% and 5.82%.
The monomer concentration selected to obtain these curves was
0.21 M, and the amount of GOx 425 IU/mL.

The optimum response occurs in microgels with n=0.74%.
Microparticles prepared with lower fractions of cross-linking
present a pore size too large to efficiently retain the enzyme
as it was confirmed by the enzymatic activity measured in the
supernatant. The decrease of the response when the cross-linking
fraction is higher than 0.74% is attributed to a higher substrate
diffusional barrier imposed by the cross-linking. Accordingly

10 ; i_‘i_
(a) BB ap b 6(b) I
] g - e =
—_ g .-..5- i—A—2 -
=z < e o o )
= I 1 —% _ _s—F—F—F—F
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Fig. 3. Response of the glucose biosensor to different monomer concentrations (a) and to different cross-linking (b), by calibration plot for glucose in stirred 0.1 M

phosphate buffer, pH 6.5, potential of +0.6 V vs. SCE and 25 °C.
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Fig. 4. Effect of working temperature (a) and Arrhenius plot (b) for GOx immobilized in p-PEGMEM 1 =0.74%, on the biosensor response to 30 mM of glucose.

Experimental conditions: 0.1 M phosphate buffer, pH 6.5 and +0.6 V vs. SCE.

microparticles with cross-linking 0.74% and monomer con-
centration 0.21 M were selected for subsequent measurements
performed in this work.

3.3. Optimization of the biosensor response

3.3.1. Working potential

The dependency of the biosensor response (steady-state cur-
rent at the electrode) on the applied potential was investigated
in 0.1 M phosphate buffer solution, pH 6.5 containing 0.25 mM
glucose. The response of the enzyme electrode increased with
the applied potential up to a value of +0.60 V versus SCE and
levels off after this value. The operating potential of +0.60 V
versus SCE was used in all subsequent measurements.

3.3.2. Temperature

The effect of temperature on the biosensor response at 30 mM
glucose was studied in the interval 0-60 °C performing all mea-
surements under oxygen saturation condition and keeping the
pH constant at 6.5.

As it can be seen in Fig. 4a, the optimum temperature for
enzymatic activity is between 35 and 45 °C. The temperature of
maximum activity of the free enzyme is 30 °C [28]. It seems that
the immobilizing support slightly protects the enzyme. Although
we have checked that the highest enzyme activity takes place
between 35 and 45 °C, we wanted to verify that to these temper-
atures the enzyme was staying stable. To probe this, the kinetics
of degradation to different temperatures that suffers the biosen-
sors with 30 mM of glucose was studied, keeping constant the
temperature for 1h, verifying the intensity on time O and on
60 min (Table 1). When the temperature was overcoming 30 °C,

Table 1

a decrease of the activity with time was observed, due to the
enzyme denaturation.

The temperature of 30 °C was chosen as working temperature
to all further experiments.

As Fig. 4b also illustrates, the Arrhenius plot for GOx immo-
bilized in p-PEGMEM microparticles with 1n=0.74% presents
two regions. The activation energies were calculated from the
slopes and were found to be 15.43 and 48.58 kJ/mol, respec-
tively. The activation energy observed in the low temperature
region is significantly higher than the one reported for the free
enzyme, which was found to be 14.6 kJ/mol [29]. The activation
energies values reported by Rubio Retama et al. [30] when GOx
was immobilized in polyacrylamide were found to be 26.60 and
50.46 kJ/mol, quite similar than we observed.

As we reported in previous articles, the temperature at which
the slope changes is related with the volume phase transition
of the microgel around the enzyme [30-32]. At a temperature
higher than the temperature of the volume phase transition, the
microgel is swollen, the enzyme is surrounded by water and its
activation energy comes closer to that of the enzyme in solu-
tion. However, in the shrunk phase the amount of water retained
inside the hydrogel decreases, hindering access of the substrate
to the enzyme and the enzyme—substrate union so the activation
energy is increased. These results, as the ones obtained in pre-
vious works [30-32], seem to indicate that the changes in the
Arrhenius plots are not due to changes in enzyme, but to the
medium around it.

3.3.3. pH
The influence of pH on the glucose biosensor response to
30 mM glucose was checked in 0.05 M acetate/0.05 M phosphate

Kinetics of degradation of enzyme entrapped in microparticles with 0.74% cross-linking

Temperature (°C) Current, =05 (nA)

Current, =605 (nA) Percentage of degradation

25 120
30 145
35 175
40 205

120 0.00
145 0.00
150 14.29
165 19.51

Experimental conditions: 0.1 M phosphate buffer, pH 6.5 and +0.6 V vs. SCE.
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buffer solutions from pH 4.0 to 8.0 at 25 °C. The optimal pH was
found to be 6.5 coincident with the optimum pH reported to the
free enzyme, which indicates that the catalytic function of the
GOx does not seem to be affected by the immobilization process
proposed in this work.

3.3.4. Loading

The glucose levels of diabetic patients are higher than 5 mM,
therefore, we have extended the calibration range of the biosen-
sor studying the effect of enzymatic load on the biosensor
response. Based on previous works [31] we have chosen an
enzymatic load of 425IU/mL and we tested two methods of
modifying the amount of enzyme in the surface of the electrode:
varying the amount of microparticles placed on electrode sur-
face, and changing the amount of enzyme immobilized within
the microgel.

The linear range reaches to 8.0 x 1073 M when the amount
of GOx in aqueous phase goes from 255 to 765 IU/mL and is
slightly increased when the microparticles placed on the elec-
trode surface from 1 up to 3 mg. In both cases the sensitivity is
increased when the amount of GOX in aqueous phase goes from
255 to 765 IU/mL and when the microparticles placed on the
electrode surface from 1 up to 3 mg. In base of the above results
we have selected for later experiments 3 mg of microparticles
loaded with 765 IU/mL GOx. Table 2 shows the analytical prop-
erties of the biosensor prepared with p-PEGMEM microgels as
a function of the amount of microparticles placed on electrode
surface and the enzyme immobilized into the microgel.

Under all the optimal experimental conditions (0.74% cross-
linking, potential +0.6 V, pH 6.5 and 30°C), we realized a
calibration curve in which the glucose biosensor presented a
sensitivity of 17.78 mA M~lcm™2, a maximum current den-
sity of 148.57 pAcm™2, a linear range between 2.0 x 107°
and 7.6 x 1073 M and a detection limit of 1 uM. When com-
paring the results obtained with the proposed biosensors and
that previously reported using a similar immobilization sys-
tem (polymeric microparticles), an improvement is observed
in the analytical properties as sensitivity, that was found to be
17.78 mAM~! cm~2, and the maximum current density which
increases from 114.3to0 148.57 pA cm~2[30,31]. Also when this
device was compared with others using different immobiliza-
tion system as layer-by-layer self-assembly films or deposition
on the electrode surface [33-36], it appears that the stability,

the detection limit and the linear range improved significantly.
The detection limit decreased up to 10 times versus the reported
devices, the linear range increased at least one order of mag-
nitude and the stability changed from 30 and 150 days in the
best of the case (microparticles) to 520 days observed with this
biosensor.

3.4. Interference study

It is required that the enzymatic electrode operates at a
potential of +0.6 V versus SCE for producing the oxidation of
hydrogen peroxide. At this high potential, the HyO, detection
may be disturbed by the presence of interfering species such as
uric acid (UA) and ascorbic acid (AA) when physiological sam-
ples are analyzed because these acids present a negative charge
at the working pH (6.0-7.0). The interferences caused by elec-
troactive molecules were reduced by the use of Nafion layer
over the electrode surface. Nafion is a negatively charged poly-
electrolyte whose effect on the negatively charged substrates is
noticeable.

A layer of Nafion (50 L) was applied on the electrode sur-
face. The layer was dried in air for 15 min and, the electrode
with Nafion film was kept at 80 °C for 45 min. Then micropar-
ticles of p-PEGMEM were placed over the Nafion film and
subsequently covered with the dialysis membrane. For biosen-
sor prepared without Nafion (GOx-biosensor), the interfering
signals of 0.25 mM uric acid and ascorbic acid are significant
(Fig. 5). On the contrary, when the GOx-Nafion-biosensor was
used, the signals arising from interferents disappeared. However,
current due to 0.25mM of glucose was near constant, vary-
ing from 150 nm in the biosensor without Nafion to 145 nm in
biosensor with Nafion.

3.5. Human serum sample analysis

The glucose concentration of five serum pools were ana-
lyzed by the GOx-biosensor and GOx-Nafion-biosensor. The
glucose of these serums is analyzed also by the spectrophoto-
metric method of hexokinase described by Young [37], which
were used as reference method.

The result showed a good correlation with the reference
methods, especially in the case of the biosensor prepared
with Nafion. Measurements of glucose in serum samples

Table 2

Analytical properties of the p-PEGMEM biosensors as a function of the quantity of microparticles placed on electrode surface and the enzyme immobilized into the
microparticles

Enzyme load Jimax (WA cm™?) Sensitivity (mAM~! cm~2) Linear range (M) R? ()
Quantity of microparticles Quantity of enzyme in the

in the biosensors (mg) microparticles (IU/mL)

1 425 62.58 4.09 1.0x 1050 1.0x 1072 0.9949 (15)
2 425 77.71 6.63 1.1x 1075 t04.0 x 1073 0.9944 (12)
3 425 83.49 6.78 1.0x 1075 t04.0x 107> 0.9963 (12)
3 255 54.36 6.13 1.0x 1075 t03.0x 1073 0.9962 (11)
3 765 148.57 17.78 20x107%t07.6 x 1073 0.9985 (15)

2 Points of linear range in calibration curve.
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Table 3

Quantitative results obtained from the analysis of the serum by the spectrophotometric method (reference), GOx-biosensor and GOx-Nafion-biosensor

Sample Glucose (mg/dL) Glucose® (mg/dL) R.S.D. GOx-biosensor Glucose® (mg/dL) R.S.D. GOx-Nafion-biosensor
reference method GOx-biosensor (%) deviations® (%) GOx-Nafion-biosensor (%) deviations® (%)
1 81 83 + 1 1.7 +2.0 81 +£1 1.3 —0.1
2 89 93 +2 2.3 +4.3 89 +£2 2.2 —-0.2
3 176 179 £ 1 1.2 +1.5 174 £1 1.9 —1.1
4 116 117 £1 1.2 +1.0 1151 1.8 —0.8
5 89 93+ 1 2.0 +4.5 88 + 1 1.3 —-1.3
% Average of the three measurements.
b Deviation between the reference method and the biosensor results.
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Fig. 6. Storage stability profiles for p-PEGMEM biosensor. The biosensor was
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Fig. 5. GOx-biosensor response to 0.25 mM glucose, ascorbic and uric acids (a).
GOx-Nafion-biosensor response to 0.25 mM glucose, ascorbic and uric acids (b).

obtained with GOx-Nafion-biosensor were similar with to
those of the reference method, and differences between them
never overcame 1.3% and with good precision (R.S.D. <2.3%)
(Table 3). The GOx-biosensor gave values 1.0-4.5% higher than
those obtained by the reference methods that confirm that the
serum samples have interferences. The GOx-Nafion-biosensor
gave values —0.1/—1.3% smaller than those obtained by
the reference methods, possibly because the layer of Nafion
prevents the step of the whole glucose. The recoveries obtained

Table 4
Recovery studies using both glucose oxidase biosensors®

(Table 4).
3.6. Stability

To characterize the electrode stability, they were stored in a
frozen phosphate buffer solution pH 6.0 and, periodically, the
response of the biosensor to 0.25 mM glucose solution, at poten-
tial +0.6 V versus SCE, 30 °C was measured. We have found that
biosensor exhibits an 85% of the initial signal after 520 days.
This study is still on course (Fig. 6).

3.7. Analytical properties

The repeatability and reproducibility of glucose biosensors
based on p-PEGMEM microparticles were evaluated in buffer

Sample Glucose added (mg/dL) GOx-biosensor GOx-Nafion-biosensor
Glucose found® (mg/dL) Recovery (%) Glucose found® (mg/dL) Recovery (%)
1 70 70 £ 1 100.2 71 +£2 101.2
2 70 70 £ 1 100.1 71 +£2 101.5
3 70 70 £ 1 97.5 70 £ 2 100.0
4 70 70 £ 1 94.8 70 + 2 99.6
5 70 70 + 1 99.3 70 + 1 100.0

2 Average of the three measurements.
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solution. For the repeatability, 10 successive measurements of
0.25 mM glucose solution were performed. The relative standard
deviation (R.S.D.) was 5.7%. The reproducibility of the analyt-
ical response obtained for three different electrodes when 5 mM
of glucose was added (three measurements with each biosensor),
obtained a R.S.D. of 0.88%.

4. Conclusions

Microparticles based on p-PEGMEM are presented as inter-
esting matrix for GOx immobilization. We have demonstrated
its application as enzyme immobilization support for an amper-
ometric glucose biosensor. The optimal conditions of the
synthesis medium were initiator’s concentration of 10.96 mM,
monomer concentration of 208.25mM and 0.738% cross-
linking content. Furthermore, the response of the biosensor was
optimized for glucose detection. The optimal conditions of the
biosensor response were: pH 6.5, 30°C, 3 mg and 765 IU/mL.
For eliminating the interferences caused by species with neg-
ative net charge, we have utilized a Nafion layer covering the
electrode surface. The biosensor has been successfully applied
to the determination of glucose in serum samples. The biosensor
maintains 85% of the initial response 15 months later of the first
use.
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Abstract

A high sensitive portable biosensor system capable of determining the presence of neurotoxic agents in water has been developed. The system
consists of (i) a screen-printed electrode with acetylcholinesterase (AChE) immobilized on it, (ii) a self-developed portable potentiostat with
an analog to digital (A/D) converter and a serial interface for transferring data to a portable PC and (iii) an own designed software, developed
with Lab-Windows CVI, used to record and process the measurements. The system has been developed to perform high precision amperometrical
measurements with low drifts, low noise and a good reproducibility. In the configuration depicted, the percentage of AChE inhibition is proportional
to the content of neurotoxic agents in a sample. This type of measurement is performed by the steady-state method from the first steady current
(by a phosphate buffer solution) and the second steady current (by an enzymatic reaction produced by the addition of acetylthiocholine chloride
to the solution). Validation was performed by analyzing spiked water samples containing pesticides. The design is specially suited for screening

purposes, does not need sample preconcentration, is totally autonomous and suitable for the field detection of neurotoxic agents in water.

© 2008 Elsevier B.V. All rights reserved.

Keywords: Environmental analysis; Enzyme biosensor; Pesticide; Portable

1. Introduction

Pesticides are neurotoxic agents used in agriculture, indus-
try, housework and as war gases. Neurotoxic pesticides mainly
kill by the inhibition of acetylcholinesterase enzymes (AChE)
[1], an essential enzyme that permits the transmission of elec-
trical signals in the nervous system of most animal beings.
Most common types are organophosphorus, but also carba-
mates, which are considered less toxic since the reversibility
of their coupling with AChE. Due to their high acute toxic-
ity and risk towards the population, some neurotoxic pesticides
are included in Directives 76/464/CEE and in 60/2000/EU or
in food regulations [2]. However, in the recent years there is a
fear towards the poisoning of water tanks and drinking water

* Corresponding author. Tel.: +34 934006169; fax: +34 932045904.
E-mail address: slbqam@iiqab.csic.es (S. Lacorte).

0039-9140/$ — see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.01.033

reservoirs by neurotoxic agents which at very low concentra-
tion can produce acute poisoning to the general population,
being then a great need to have tools to quickly determine with
high reliability and preferably at low cost the presence of com-
pounds which can affect the nervous transmission in humans or
fauna.

Several analytical methods are used to detect neurotoxic
pesticides in water matrices. Routine methods are based on
extraction, clean up and analysis normally performed by gas
chromatography (GC) or liquid chromatography (LC) coupled
to sensitive and specific detectors such as nitrogen—phosphorus
detectors (NPD) [3-5], flame ionization detectors (FID) [4,5],
ultraviolet detectors (UV) or diode array detectors (DAD) [6-8],
although recently most methods involve the use of mass spec-
trometry (MS) as detector to provide ultimate confirmation
[9,10]. These methods are highly sensitive and are capable to
determine a large number of compounds but they are costly,
long and/or complex.
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Biosensors are alternative methods capable to monitor the
total concentration of a chemical family in terms of neuro-
toxicity and if properly designed, are very helpful tools for
environmental/food monitoring [11,12]. AChE biosensors per-
mit to detect the concentration of total neurotoxic agents by
measuring the inhibition of AChE [13-15]. By performing an
adequate calibration, biosensors can quantify the concentration
of total neurotoxic compounds in a sample. The main advan-
tage of AChE-based biosensor is that above a threshold value,
they can discern between positive and negative samples with
high precision, thus reducing the number of samples to be mon-
itored by analytical tools to determine the exact composition or
concentration.

Among different configurations, basically AChE biosensors
consist in the enzyme immobilized on a graphite working
electrode, and the measurement is performed with 2-electrode
amperometry using a potentiostat. Commercial potentiostats are
able to perform a wide range of measurements [16] but the main
inconvenient is that they are bulky, expensive and cannot be
transported to the field/facility for in situ measurements. Labo-
ratory biosensors permit to determine neurotoxic agents at the
ppb level with reproducibility below 10% and high precision
[17]. Their main problem, for early warning stages, is that the
sample has to be transported to the laboratory and thus, in an
alarm situation, decisions cannot be established with enough
effectiveness.

Portable biosensors for pesticide analysis have already
been reported in the literatures [18,19] with similar analyti-
cal characteristics but with fiber-optics technology or expensive
multi-parametric features which would increase the price of the
instrument. Also, some portable potentiostats have been devel-
oped using electrochemical detection [20,21]. The biosensor
herein reported is tailored in such a way that it has the advan-
tage that the system is simplified and analyte specific, while
still fulfils the specifications of high-quality commercial poten-
tiostats. Therefore, the goal of this study was to develop a tailored
portable biosensor, which permits the measurement of neuro-
toxic agents in water with high sensitivity. The own designed
potentiostat only performs amperometric measurements with
two- or three-electrode sensor and has user friendly features like
the adjustment of the applied voltage between the electrodes
and an internal calibration system. In this study we describe
the design and performance of the biosensor in terms of noise,
sensitivity, reproducibility, portability and validation.

2. Experimental
2.1. Chemicals and reagents

The pesticides carbaryl (CA), chlorpyrifos (OP) and chlor-
fenvinphos (OP) (99% purity pesticides from Sigma—Aldrich,
St. Louis, U.S.A.) were used as model AChE toxic compounds
belonging to the carbamate (CA) and organophosphorus (OP)
family. Stock standard solutions at 1000 wg/mL were prepared
in methanol and kept at —20 °C. Chlorpyrifos oxo-derivative
was prepared by oxidizing the parental compound with N-
bromosuccinimide, which rendered chlorpyrifos-oxon of 99%

purity. Chlorpyrifos is applied in the environment in the sul-
fured form (CoH;;ClzNO3P=S) but its oxidation is very fast
giving the more active and toxic metabolite chlorpyrifos-oxon
(C9H{CI3NO3P=0) [22]. Working standard solutions were
prepared daily by successive dilutions in HPLC grade water.
A 0.05-M phosphate buffer solution with 0.1 M KCl (reagents
from Merck, Darmstadt, Germany) at pH 8.0 was used to give
a stable aqueous medium for enzymatic reaction. Acetylth-
iocholine chloride (substrate of AChE) was obtained from
Sigma—Aldrich.

2.2. System description

The developed portable amperometric biosensor consists of a
recognition element, in this case a sensor strip or screen-printed
electrode where AChE has been immobilized, a transducer based
in a thiol oxidation at a potential of 100mV and a detection
element which measures the total circulating current. The system
is formed by three parts:

(i) A screen-printed electrode, with a graphite working elec-
trode and an Ag/AgCl reference electrode. The sensor strip
was manufactured by successive screen-printing of six lay-
ers upon a polyvinyl chloride (PVC) sheet. The first layer
is a silver track used as the conductor. The second layer
is a graphite film used to isolate the silver conducting
track from solution. The reference electrode (RE), made
of Ag/AgCl, is printed in the third layer. The working elec-
trode (WE) is printed in the fourth layer; it is made of
graphite and 7,7,8,8-tetracyano quinodimethane as a medi-
ator. The fifth layer is an insulating ink to fix the working
surface. The sixth and last layers are manually deposited on
the WE; it is Drosophila melanogaster acetylcholinesterase
enzyme entrapped in a polyvinyl alcohol photopolymer —
named PVA-SbQ — with a polymerization degree of 2300
from Toyo Gosei Kogyo Co., Ltd. Photopolymers are easy
to handle and have shown excellent performance when
immobilizing enzymes over screen-printed electrodes; the
procedure used is based with that described previously [23].
The electrodes are designed for single use.

(i) Potentiostat: the potentiostat is a circuit designed in such
a way that it ensures that the voltage between the working
and reference electrodes of the sensor is set at a predeter-
mined value, and also gives a path for electron flow around
the sensor. The potentiostat includes a current to voltage
converter that yields an output voltage proportional to the
sensor current. This output voltage is converted to a digital
format using an analog to digital converter (A/D). Data is
transmitted to a PC via a serial port and displayed with a
customized software.

(iii) The circuitry needed for analog to digital conversion and
serial port interface with a personal computer (PC) and a
program in C for Virtual Instrumentation (Lab-Windows),
designed to control the biosensor: the user can have a
graph of the current plotted, autoscale the graph, make
calibrations and store data and information about current
waveforms in files.
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2.3. Experimental setup

The system has been characterized by testing the noise
(both electronic and overall), drift, temperature dependence and
repeatability of the measurements. Calibration curve has been
constructed using hydrogen peroxide. Only the simple and com-
mon 2-electrode configuration has been tested.

2.3.1. Electronic noise

There are two main sources of noise: the electronics and
the biosensor. Electronic noise has been measured for three
different full-scale ranges (5 wA, 500 nA and 50 nA, which cor-
respond to Rfeedback = 1| M2, 10 M2 and 100 M, respectively).
To perform the measurements, the sensor was replaced with a
resistance equal to Reeedback placed between auxiliary and work-
ing electrodes. The applied voltage was 600 mV. Measurement
of the noise was performed without any further processing.

2.3.2. Overall system noise and drifts

The overall system noise included the noise generated by
the electronics and the biosensor. The measurements were per-
formed by dipping the sensor into 500 mL of phosphate buffer
kept at constant 25 °C with stirring. Full-scale range was set
to 5 wA. Data was analyzed in raw and filtered with a mov-
ing average to demonstrate the benefits of this signal processing
technique. Low frequency noise, which includes drifts, was mea-
sured for 400 sample points.

2.3.3. Temperature dependence

Temperature coefficient of the biosensor has been calculated
measuring the steady-state current by dipping the sensor into
500 mL of phosphate buffer with a small temperature change
between 22.6°C and 25.1°C. This range has been chosen
because only small changes in temperature should be expected
between consecutive measurements.

2.3.4. Repeatability and repetitivity of the measurements

To certify the reliability of the self-made electrodes, repeata-
bility tests were carried out during three consecutive days with
hydrogen peroxide. Additions of 10 pL of hydrogen peroxide
solutions into 10 mL of fresh phosphate buffer were performed
for a final concentration of 7.5 x 10~% M using the same elec-
trode without an enzyme. Four measurements were as well
completed to check the repetitivity of the biosensor to 10 L
substrate addition into 10 mL of fresh phosphate buffer, using
the same electrode with 5 mU of AChE enzyme. The temperature
remained mainly constant during these experiments.

2.3.5. Calibration

Calibration curve has been done using hydrogen peroxide
with nine calibration points from 7.50 x 10™%t0 6.75 x 107> M
using electrodes without an enzyme. Hydrogen peroxide was
added to the biosensor’s reaction cell and a potential of 600 mV
(increasing this value to 1 V which corresponds to the maximum
response of hydrogen peroxide at electrode based on carbon
would represents extra power consumption from (limited) bat-
teries and besides, extra noise) was applied for its oxidation into

oxygen following the reaction:
H,O0, —» O+ 2H' 4 2e~

This reaction is usually used to determine the efficiency of elec-
trodes in amperometrical analysis.

To investigate the dynamic range of the AChE electrodes,
HPLC grade water was spiked at different levels from O pg/L to
16 pg/L with chlorpyrifos-oxon, known to be one of the most
toxic compounds to D. melanogaster AChE [24]. Experimental
was conducted as depicted in Section 2.4.

2.4. Experimental procedure

Measurement of neurotoxic agent is achieved in a two-step
ratiometric measurement. In the first step the amperometric
response of the biosensor is measured as the current increases in
relation with the base current when the substrate is added to the
buffer (A1 = Inuffer with substrate — Ibuffer)- After that, the biosen-
sor is placed for 10 min in contact with the sample containing the
neurotoxic agents, which inhibit the AChE and the same mea-
surement is repeated (Al). The relative inhibition is calculated
as follows:

o Al — AD

Inhibition (%) = —— x 100
AL

Concentration of neurotoxic agents is proportional to the
inhibition of AChE and, if quantification is required, it can be
measured using linear regression calibration.

Samples with inhibition lower than 10% are considered free
of neurotoxic agents. If the inhibition is greater than 90%, the
concentration of neurotoxic agents cannot be measured because
of the sensor saturation and thus sample should be diluted.

2.5. Application to water samples

The biosensor was used to determine total neurotoxic agents
from waters. Carbaryl, chlorpyrifos and chlorfenvinphos were
used as inhibitors. Four wastewater samples from different
wastewater treatment plants were collected using ambar glass
bottles. These samples were filtered and spiked with carbaryl to
concentrations from O pwg/L to 4.1 wg/L. Electrodes with 1 mU
of enzyme were used for this experiment. Four other sam-
ples of groundwater and bottled water were tested spiked with
chlorpyriphos, chlorfenvinphos or a mix of organophosphorus
and carbamate pesticides. As these pesticides are the greater
inhibitors of AChE, electrodes with 10 mU of enzyme were used
allowing a greater linear range. Spiked concentrations are shown
in Table 1.

3. Results and discussion
3.1. Performance of the portable potentiostat

A portable potentiostat was designed and tested to deter-
mine neurotoxic agents at the low microgram/liter levels, which

are the lowest limits imposed for individual pesticides in water
and food. The initial requirement was to develop a portable,
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Matrix and pesticides studied, concentrations spiked and inhibitions measured with the biosensor

Matrix Compound Units of AChE (mU) Concentration spiked (in pg/L) Biosensor inhibition (%)
Wastewater 1 None 1 0.0 0
Wastewater 2 Carbaryl 1 0.3 11
Wastewater 3 Carbaryl 1 3.4 60
Wastewater 4 Carbaryl 1 4.1 72
Groundwater Chlorfenvinphos 10 34.0 29
Groundwater Chlorpyrifos-oxon 10 10.0 44
Bottled water None 10 0.0 3
Bottled water Mix of OP and CA 10 100.0 96

autonomous system capable to be used in the field. The first step
was then to reduce the size of the potentiostat and the weight,
which by the present design is kept at only 45 g, making it light
enough for field use. A picture of the developed potentiostat is
shown in Fig. 1.

The main requirement of the potentiostat for low level pes-
ticide measurements was to achieve high sensitivity. This can
only be obtained with a wide dynamic range, which in turn
calls for a low noise system. The voltage applied between
electrodes is obtained from a low noise voltage source inte-
grated circuit and can be adjusted between —1.2'V and 1.2 V.
The current-to-voltage converter uses a low-noise operational
amplifier (OA) combined with a single high-quality, high-value,
Rieedback resistor in the feedback loop of the current-to-voltage
converter. Increasing the value of Rfeedpack increases the signal
and the noise. Signal is increased proportionally to the value
of Rfeedback- Noise can be split into two main sources: thermal
noise, which increases with the square root of Rfeedback and the
noise of the OA which in turn can be split into voltage and cur-
rent noise. Both noises are independent of the resistance, but
current noise is converted into voltage in Reeeghack and therefore
italso increases linearly with its value. The aggregated signal-to-
noise ratio increases with Rfeedback Up to a certain value, which

Fig. 1. Picture of the miniaturized electronic plate that functions as a potentio-
stat.

is mainly given by the noise figures of the OA. The use of a
low-noise OA allows the use of very high-value resistors, which
permits low level measurements. Power supply is obtained from
two batteries, which also helps to lower the overall noise of the
system. With £7.2'V and 1500 mA batteries, an autonomy of 3
weeks was achieved using it daily.

In order to process the response of the biosensor the voltage
signal is digitized using a 24-bit A/D delta-sigma converter. This
A/D was chosen because of its very high resolution and low noise
permitting to obtain a very wide dynamic range.

The software was designed to collect real-time data. In order
to record the response of the biosensor, the digitized signal is
transmitted to a PC via an RS-232 serial port. The signal is
plot in a strip-chart by means of a customized software made
with Lab-Windows CVI. This program permits to select sev-
eral parameters like sampling rate, number of samples averaged
in each time slice and value of the feedback resistance. A 3-
point calibration algorithm [25] can be applied to reduce linear
and non-linear errors. Data can be filtered with a user-selectable
moving average to further reduce the noise. Raw data can be
saved in ASCII files and retrieved for display.

3.2. Electronic noise

The electronic noise measurements for the tested ranges are
shown in Table 2. In each case, the noise was approximately
gaussian. As it can be seen, there is a noise reduction as Rfeedback
increases, which permits us to conclude that noise is mainly due
to voltage sources and theoretically higher resolution could be
achieved by further increasing the Rfeedback- In practice, this is
not feasible as will be shown in the following section.

3.3. Overall system noise, drifts and temperature
dependence

Overall system noise was found to be around 160 pA and fol-
lowed a gaussian distribution as shown in Fig. 2. This overall

Table 2
Electronic noise for different Rfeedpack tested
Rieedback (MS2) Range (nA) I (mean) (nA) o1 (pA)
1 5000 603.99 31
10 500 60.921 1.4
100 50 6.0866 0.19
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Fig. 2. System noise and its reduction with a moving average. Noise in a steady
segment (n =400 samples) s =0.16 nA and 0.5 nA resolution. Applying a moving
average tf=10s, s =0.03 nA and 0.1 nA resolution.

noise is much higher than the electronic noise and therefore it is
due to the biosensor noise, it is the one which determines the res-
olution of the system. Averaging the output signal it is possible
to reduce the noise to 30 pA, which is close to the limit posed by
the electronics. It should be noted that averaging reduces elec-
tronic noise to 5 pA, so we can still affirm that biosensor is, by
far, the main source of noise.

The temperature dependence has been established in
5%°C~!. Fig. 3 shows the drift of the current intensity with
the temperature. The values indicated in Fig. 3 correspond to
the amperometric response of the first step before inhibition.
Biosensor measurements were performed at laboratory temper-
ature (23-24°C).

3.4. Calibration and quality parameters of the
measurements for AChE electrodes

As a first approach, calibration points were performed

with hydrogen peroxide, which showed a good linearity
with R2=0.997 in the chosen range of 7.50 x 10™*M to

1.40

1.35 -

1.30 9~

1.25 1~

Current (uA)

22 23 24 25 26
Temperature (°C)

Fig. 3. Temperature dependance on the biosensor’s current.

6.75 x 1073 M. This performance proves the good propor-
tional response of the electronic system versus different analyte
concentrations. Moreover different quality parameters tested
showed a good performance of the method:

e Low drifts: once the reactions have reached the stationary
state, the intensity current is constant. The maximum deriva-
tive of the averaged intensity is 0.001% s~ .

e Low noise: when measuring currents of mean p (in nA),
equivalent noise due to the electronic components present a
gaussian distribution with a standard deviation o <0.002..

e Wide dynamic range: the dynamic range is higher than four
orders of magnitude, specifically from 1 to 50,000, equivalent
to a resolution of 15.7 bits.

e Repeatability: differences between measurements performed
in different days under the same conditions are below 5%.

In a second step, the neurotoxic agent chlorpyrifos-oxon was
used as a test compound. With such, the following parameters
were measured:

e Narrow dynamic range: concentrations between 0 pg/L and
16 pg/L were tested in HPLC grade water with the analysis
of six calibration points with five replicates. Four calibration
points showed linearity at a narrow concentration range from
2 pg/L to 8 pg/L for electrodes with 10 mU of AChE. Linear
regression in this interval gave the following equation:

y =9.646x +9.576, > = 0.9969

e Detection limits: the system permitted to detect selected pes-
ticide below 2 pg/L using a 10-mU enzyme screen-printed
electrode. The limit was achieved by successive tests at dif-
ferent concentrations with replicates searching for the lower
concentration that would give a significant inhibition over
blank values (over 10% as described in Section 2.4).

e Repetitivity: the repetitivity of the amperometric response was
better than 5% for both 1 mU and 10 mU electrodes. The addi-
tion of 10 wL of substrate to both types of biosensors was
repeated four times washing the sensor before each addition.
This performance certifies the correct setup of the electrodes
and the efficient entrapment of the enzyme on their surfaces.

3.5. Application to water samples

The level of saturation of the enzyme immobilized in the
screen-printed electrode (and then, the linear working range)
will depend on the toxicity of the pesticide but it would be
generally very short (a range of some pg/L for the most toxic
pesticides). So, the use of the biosensor to determine neurotoxic
agents permitted to discern between positive (spiked) and nega-
tive samples, being an appropriate measurement to discriminate
between contaminated and non-contaminated samples. Table 1
reports the samples tested, the type of compound tested, the
concentration spiked and the percentage of inhibition deter-
mined.
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According to Table 1, a high inhibition was observed in
“wastewater 3” and “wastewater 4” what was in agreement
with the spiked concentrations of carbaryl. 3—4 wg/L of con-
centration gave an inhibition close to the saturation point (near
85-90%). The low enzyme charge immobilized on the electrode
(1 mU) was easily inhibited by carbaryl even though it is a weak
inhibitor of the AChE [26]. For other compounds like chlor-
pyrifos and chlorfenvinphos, a very significant difference was
observed in groundwater: 10 pwg/L of spiked chlorpyrifos-oxon
gave higher inhibition (44%) than 34 p.g/L of spiked chlorfen-
vinfos (29%). In those experiments, the enzymatic charge was of
10 mU to obtain a greater linear range when working with more
toxic compounds. The explanation of the different inhibition
rates is found in the toxicity of each compound, being the oxi-
dized form of chlorpyrifos much more toxic towards AChE than
chlorfenvinphos [22]. Finally, two samples of bottled water were
tested without and with 100 wg/L of a mix of pesticides (sum
of all) to demonstrate the biosensor capacity to discern between
non-contaminated and contaminated samples. The bottled water
sample spiked with a high level of pesticides (100 pg/L) gave a
complete AChE inhibition while the unspiked sample gave no
inhibition at all (lower than 10%).

Sample measurements can be performed in sifu with a total
analysis time of 20 min per sample, no need of sample prepa-
ration or processing and thus, a high sample throughput can be
envisaged. However, the results indicated in this study are only
preliminary and ongoing studies are being performed to deter-
mine neurotoxic agents in water and food samples using the
proposed biosensor.

4. Conclusions

The portable biosensor depicted in this study is capable to
determine the presence of neurotoxic compounds in sifu. The
aim of this biosensors is to be used where high-speed analysis
and excellent performance is needed to discern between positive
(samples containing neurotoxic agents) and negative samples,
without the need of transporting the sample to a laboratory. At
this point it can be concluded that (i) the developed potentiostat
produces low noise and low drift, (ii) the biosensor shows good
amperometric response to buffer tests and the ability to detect
low neurotoxic agents concentrations and (iii) the developed
biosensor is totally autonomous and suitable for the field detec-
tion of pesticides, as has been demonstrated for different types of
water samples where a good agreement was found between the
biosensor response and pesticide concentration. However, the
main feature of the developed biosensor is its versatility and pos-
sibility to increase the sensitivity and specificity by assembling

different screen-printed electrodes thus providing a multisensor
system which has clear technical and competitive advantages in
the food and environmental field. In addition, by changing the
type of enzyme immobilized, different types of organic pollu-
tants can be measured, thus, enlarging the future applicability of
the biosensor.
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Abstract

A flow system designed with solenoid micro-pumps is proposed for the determination of paraquat in natural waters. The procedure involves
the reaction of paraquat with dehydroascorbic acid followed by spectrophotometric measurements. The proposed procedure minimizes the main
drawbacks related to the standard chromatographic procedure and to flow analysis and manual methods with spectrophotometric detection based
on the reaction with sodium dithionite, i.e. high solvent consumption and waste generation and low sampling rate for chromatography and high
instability of the reagent in the spectrophotometric procedures. A home-made 10-cm optical-path flow cell was employed for improving sensitivity
and detection limit. Linear response was observed for paraquat concentrations in the range 0.10-5.0 mg L™". The detection limit (99.7% confidence
level), sampling rate and coefficient of variation (n = 10) were estimated as 22 pg L™!, 63 measurements per hour and 1.0%, respectively. Results
of determination of paraquat in natural water samples were in agreement with those achieved by the chromatographic reference procedure at the

95% confidence level.
© 2008 Elsevier B.V. All rights reserved.
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1. Introduction

Paraquat (1,1’-dimethyl-4,4’-bypiridilium) is one of the most
widely used herbicides in the world in several crops in view of
its great efficiency and low cost. However, undesirable charac-
teristics include high toxicity for plants and aquatic organisms
[1] and several cases of accidental or intentional intoxication of
humans have been reported [2]. Paraquat exposure can induce
neuronal cell death, oxidative stress and stroke [3].

Several controversies are related to the use of paraquat, con-
sidering the effects in the environment and health of farmers
[4,5]. Recently, the Environmental Protection Agency (EPA) of
the United States [6] included paraquat as a possible human
carcinogen, establishing the drink water equivalent level as
0.2mgL~! and permitting the commercialization only in a
restricted category. Diverse studies have shown that the cationic
form of paraquat is strongly [7] and quickly [8] bonded to ground

* Corresponding author. Fax: +55 11 38155579.
E-mail address: frprocha@iq.usp.br (FR.P. Rocha).

0039-9140/$ — see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.01.050

molecules and mineral clays. Thus, risks of water contamina-
tion are reduced, but monitoring in natural waters is important
because the mobility and bioavailability of the herbicide in the
environment were not completely clarified [9].

The procedure for paraquat determination in waters rec-
ommended by the EPA is based on high performance liquid
chromatography with spectrophotometric detection in the ultra-
violet [10]. However, some spectrophotometric methods are
available based on the classical reaction with sodium dithionite
[11-13]. According to the most accepted reaction mechanism,
dithionite in alkaline medium [14] reduces paraquat forming a
blue free radical [15], which is measured at 600 nm.

Despite the extended use and application to different kind of
samples [16,17], the aforementioned procedures present some
drawbacks: large amounts of reagents, sample and organic sol-
vents are generally required, also generating large amounts of
wastes, specially in chromatographic procedures; severe matrix
effects are caused by saturated ammonium chloride solution,
typically used for elution in procedures involving solid-phase
preconcentration. In the spectrophotometric determination of
paraquat based on the reaction with sodium dithionite both,
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the reagent and the free radical formed, are very unstable. In
chromatographic determinations, considering the ionic nature
of paraquat, a separation procedure based on ion-pair formation
is required [10,18], making difficult the determination, because
the equilibrium between mobile and stationary phases is slow
and the separation is susceptible to variations of temperature, pH
and concentration of organic compounds in the mobile phase.

The multicommutation approach [19] provides interactive
flow systems in which sample processing conditions can be
changed by the control software as required by the analytical
procedure. In recent years, multicommutation setups have incor-
porated solenoid micro-pumps [20,21] that can reproductively
dispense micro-volumes of solutions. These devices can replace
the injection and propulsion units, yielding compact manifolds
that provide low reagent consumption and minimize waste gen-
eration. An additional advantage is the low power requirement
of solenoid micro-pumps as compared with the conventional
devices used in flow-based systems. The possibility of exploiting
feedback mechanisms to change sample processing conditions
makes this approach attractive to design flow systems for mon-
itoring parameters of interest in the environment.

The aim of this work was to develop a flow system based on
multicommutation for paraquat determination in natural waters.
The flow system was designed with independently controlled
solenoid micro-pumps and the dithionite reducing reagent was
replaced by dehydroascorbic acid [22] in order to overcome the
previously mentioned drawbacks. A home-made 10-cm optical-
path flow cell was used to improve sensitivity and detection
limit.

2. Experimental

2.1. Apparatus

The flow system was designed with four solenoid micro-
pumps (Biochem, 090SP) with a nominal volume of 8 uL per
pulse and one three-way solenoid valve (NResearch, 161T031),
0.8-mm i.d. Teflon tubes and a Perspex connection (see Fig. 1).
A parallel port of a Pentium III microcomputer was used for
controlling the active devices through a power drive based

Fig. 1. Flow diagram of the system for paraquat determination. P1—P4: 8-pL
solenoid micro-pumps; V: three-way solenoid valve; S: sample; C: carrier (H,O);
Ri: dehydroascorbic acid reagent; Ry: 1.0 mol L~! NaOH; B: 10-cm long reac-
tion coil; D: diode-array spectrophotometer; X: confluence point; W: waste
vessel.

on an ULN2803 integrated circuit [23]. Spectrophotometric
measurements were carried out with a HP-8452A diode-array
spectrophotometer (Waldbronn, Germany). The home-made
flow cell was constructed from a glass tube of 10 cm length, 2 mm
i.d. and ca. 300-p.L internal volume. A quartz flow cell (Hellma)
with 1-cm optical-path and ca. 50 L internal volume was also
employed. The control software was developed in Visual Basic
6.0 (Microsoft) and the software furnished by the manufacturer
of the diode-array spectrophotometer was employed for data
acquisition.

A Dionex P680 liquid chromatograph (Sunny Valley, CA,
USA) with an UV detector (UVD 170U), equipped with a C-18
reversed phase (Kromasil) column (250 mm x 4.6 mm i.d. and
5-pm particle diameter) was employed in the chromatographic
reference procedure as described by the EPA [10].

2.2. Reagents and solutions

All solutions were prepared with analytical-grade chemicals
and freshly distilled-deionized water. The chromogenic reagent
(Ry) was prepared by dissolution of 0.25 g ascorbic acid, 0.10 g
KIO3 and 0.10 g EDTA (all reagents from Panreac, Barcelona,
Spain), making the volume up to 100 mL with water. The R,
reagent was a 1 mol L~! NaOH (Scharlau, Barcelona, Spain)
solution. A 1000mgL~! paraquat (Pq>*) stock solution was
prepared by dissolution of the dichloride salt (Riedel-de-Haén,
Seelze, Germany) in water. Working solutions within 0.10 and
5.0mgL~! were prepared by dilution of this stock in water.

Natural water samples were collected fromrivers in the region
of Valencia (Spain). Samples were filtered through a 0.22-pm
Nylon membrane and preserved at —4 °C. Drinking water was
purchased from a local supermarket. Samples were stabilized at
ambient temperature immediately before analysis.

2.3. Flow diagram and procedure

The flow system (Fig. 1) was designed with solenoid micro-
pumps and one device was used for handling each solution.
During actuation, the micro-pumps were operated at 5 Hz, thus
providing a flow-rate of 2400 wL min~—! (mean volume of each
micro-pump = 8 wL per pulse).

The switching course of the active devices for paraquat deter-
mination is shown in Table 1. The micro-pumps P;—P3; were
simultaneously actuated to insert sample and reagent aliquots
into the analytical path. This step was repeated 20 times (20
sampling cycles) for the 1-cm cell and 30 times (30 sampling
cycles) for the 10-cm flow cell. The small sample and reagent
aliquots undergo fast mixing, starting the chemical reactions.
The effect of increasing the residence time was evaluated by
processing aliquots of a 5.0mgL~! Pg>* solution in different
stopping times (0-90s). The sample zone was transported to
the flow cell and the analytical signal was based on the differ-
ence between the absorbance values measured as peak height
at 600 and 800 nm. It was verified that 220 pulses of P4 (ca.
1.8 mL carrier) were enough to completely remove the sam-
ple zone from the manifold with the 1-cm flow cell and 250
pulses of P4 were required for the 10-cm flow cell. The solenoid
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Table 1

Switching course of the active devices for paraquat determination

Step Description Py Py P3 P4 v Pulse number or time
1 Insertion of sample and reagents 1/0 1/0 1/0 0 0 20 or 30*
2 Stopped flow 0 0 0 0 0 7s
3 Signal measurement and system washing 0 0 0 1/0 0 220 or 250°
4 Sample replacement 0 170 0 0 ! >0
0 0 0 1/0 1 20

Numbers 1 and 0 indicate that the pumps were switched on and off, respectively. Other symbols are defined in Fig. 1.
2 Twenty sampling cycles for the 1-cm flow cell and 30 sampling cycles for the 10-cm flow cell.
5 Two hundred and twenty pulses for the 1-cm flow cell and 250 pulses for the 10-cm flow cell.

valve V was employed for sample replacement. It was carried
out by simultaneously actuating the micro-pump P, (50 pulses)
and valve V, directing the solution towards the waste vessel. All
measurements were carried out in triplicate.

For sample analysis by the HPLC reference procedure
[10], the mobile phase was composed by 25:75 (v/v)
acetonitrile—phosphate buffer (pH 3.2, 0.023molL~!) with
10 mmol L™! 1-octanesulfonic acid. The flow-rate of the mobile
phase was 1.5 mL min~!. The UV detector was set at 254 nm and
the injected sample volume was 20 wL. All chromatographic
measurements were performed at ambient temperature and the
running time was 8 min per sample.

3. Results and discussion
3.1. Experimental conditions

The reduction of the analyte by dehydroascorbic acid was
carried out in alkaline medium forming a blue free radical. The
spectra of the reaction product obtained with sodium dithion-
ite, ascorbic acid and dehydroascorbic acid showed analogous
bands, thus indicating the formation of the same species in the
presence of different reducing agents. However, reaction kinetics
was quite different, being faster in the presence of dithion-
ite. Dehydroascorbic acid was preferred as reducing agent in
view of its highest stability. A solution prepared from oxida-

(A) 0.4
- b
———— . <
034
®
=
2
W
w 0.2+
(&]
£ x
®
c
<
0.1 4
= =
00 ——
0 10 20 30 40

Concentration (mmol L™

tion of ascorbic acid by potassium iodate can be employed for
up to a week against the 2-h stability of the dithionite solu-
tion.

As expected, when concentrated sodium hydroxide solutions
were employed in the flow system, perturbations by Schlieren
effect [24] were observed. This resulted in high blank signals
(ca. A=0.200) even when the lowest sodium hydroxide con-
centration required for product formation (1.0 mol L~ 1) was
employed. Measurements at two wavelengths, one at the absorp-
tion maximum of the reaction product (600 nm) and another
selected as reference (800 nm) were exploited to compensate
the perturbations by refractive index differences [24,25], thus
reducing the blank signal to ca. A=0.002.

The sample to reagent volumetric fraction was varied by
adopting the binary sampling strategy [19], but sensitivity and
repeatability were very poor. It was verified in an experiment
carried out in batch conditions that when the mixture of the
chromogenic reagent, sodium hydroxide and Pq>* was shaken,
the color disappeared, being re-established after few minutes.
By considering this aspect, it is possible to suppose the presence
of an oscillating reaction [26], in which the free radical Pq**
is formed from the analyte and the reducing reagents. Thus, for
improving the stability of the reaction product, the micro-pumps
that handled reagents and sample solutions were simultaneously
pulsed in the sampling step. Suitable mixing conditions were
established in view of the merging zones approach, the small

(B) 0.20

0.15 4 /

0.10

Analytical signal

. , r .
0 20 40 60 80
Sampling cycles

Fig. 2. Effect of experimental parameters: (A) reagents concentration: (a) EDTA; (b) potassium iodate, (c) ascorbic acid and (B) variation of the analytical signal
with the number of sampling cycles. Paraquat concentration was maintained as 10mgL ™.
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volume of the aliquots and the pulsed flow characteristic of fluid
propulsion by solenoid micro-pumps.

The optimization of the experimental conditions was carried
out by the univariate method, by changing the concentration
of each solution while the number of pulses was main-
tained constant. Results shown in Fig. 2A indicate that the
highest analytical signal was achieved with reagent concen-
trations of 15 mmol L~! ascorbic acid, 5 mmol L~! KIO3 and
3mmol L~! EDTA (R;), for a sodium hydroxide concentration
of 1.0mol L~! (R»). Under these conditions, the number of sam-
pling cycles was varied, yielding the results in Fig. 2B. The
analytical signal increased with the number of sampling cycles
because the sample zone dispersion diminished. For 20 sam-
pling cycles (480-pL sample zone), the dispersion coefficient
was 3.6 for the 1-cm flow cell and 4.1 for the 10-cm flow cell,
which correspond to a medium dispersion [27]. These dispersion
coefficients are slightly higher than the expected by considering
the sample dilution caused by the addition of equal volumes of
sample and reagents.

The variation of temperature did not cause any effect in the
analytical signal as opposite to that found in previous works
[22,28], in which variations of up to 700% were observed when
temperature was increased to 60 °C. It is probably due to the
improved mixing conditions characteristic of the flow systems
with solenoid micro-pumps [19].

The stopped-flow approach was adopted to investigate the
effect of increasing the sample residence time. Significant vari-
ations were observed for stopping times up to 7s (analytical
signal 2.5-fold higher than those obtained without stopping the
flow), being approximately constant for stopping times up to
90s. These results confirm that the monitored reaction is rela-
tively fast and the reaction product was stable when maintained
without contact with oxygen. The efficient mixture of sample
and reagents provided by the small volume of the aliquots and
the simultaneous introduction of the solutions by a pulsed flow
also contributed to improve the reaction rate.

3.2. Analytical figures of merit

For the 1-cm flow cell, linear response was observed for
paraquat concentrations between 0.2 and 5.0mg L~!, described
by the equation A =(—0.0011 = 0.0001)+(0.0157 +0.0001)C,
with a regression coefficient () of 0.999. The detection
limit was estimated as 57 pngL~! at the 99.7% confidence

Table 2

Analytical features of spectrophotometric procedures for paraquat determination
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Fig. 3. Transient signals for paraquat measured with a 10-cm optical-path flow
cell. Numbers indicate analyte concentrations in mgL~!. The inset shows the
corresponding calibration graph.

level. The sampling rate and coefficient of variation (n=10)
were estimated as 63 measurements per hour and 1.0%,
respectively. The proposed procedure consumed 400 g ascor-
bic acid, 160 pg potassium iodate and 160 g EDTA per
determination, which was 12-times for ascorbic acid and
36-times for EDTA lower than the reagent consumption in
the batch procedure [22]. The effluent volume was 2.0 mL
per determination. By using the 10-cm optical-path flow
cell, linear response was observed for paraquat concentra-
tions in the range 0.10-5.0mgL~! (Fig. 3), described by
the equation: A =(0.0010 = 0.0010) + (0.1670 & 0.0010)C, with
r=0.997. Sensitivity increased 10.4-fold using the 10-cm flow
cell, and the detection limit (99.7% confidence level) was
improved to 22 uwgL~!, making feasible the application to
the determination of paraquat in natural water samples [6].
Comparison of the reagent consumption with other flow-based
procedures is difficult in view of the use of different reduc-
ing reagents [11-13]. However, the proposed procedure can be
considered a greener alternative in view of the minimized con-
sumption of low toxicity reagents. In addition, heating and strict
temperature control was not required. In spite of this, as shown
in Table 2, the analytical features are comparable with those
attained by other flow procedures for paraquat determination
[22,28].

Analytical feature

Proposed system

Flow-injection [22] Batch method [28]

Sampling rate (h~!) 63
Detection limit (ugL~") 222
Linear range (mgL™") 0.1-5.0
Coefficient of variation (%) 1.0 (9)
Effluent volume per determination (mL) 2.6
Reaction temperature (°C) 25¢

120 -
20b 1200
0.1-1.2 1.2-96
1.0 (6) 3.8
1 10
60 20-30

# Estimated according to the IUPAC recommendations at the 99.7% confidence level.
b Calculated according to the criteria: LOD =3 x intercept of calibration curve/slope of calibration curve.

¢ The procedure was carried out at ambient temperature.



1380 C.M.C. Infante et al. / Talanta 75 (2008) 1376—1381

Table 3
Effect of foreign species on paraquat determination

Added species® Concentration (mgL~") Signal variation (%)

S04~ 500 +3.6
NO3~ 500 —1.1
Ca% 300 -2.0
CO3%~ 300 —74
Glyphosate 200 +4.0
Cd* 140 -1.7
Fe3* 80 +6.3
Mg 80 +3.6

& The paraquat concentration was fixed at 1 mgL~! and the concentration of
the foreign species was varied from 10 to 500 mgL~".

3.3. Effect of foreign species

The effect of foreign species was evaluated in the range
of 10-500mgL~! in the presence of 1 mgL~!' Pg>* and the
obtained results are presented in Table 3. Interference was con-
sidered when the analytical signal varied more than 5% in the
presence of the foreign species. Selectivity was improved in
the flow-based procedure in view of the lower residence time
(ca. 20s) than that used in batch, which minimizes the exten-
sion of side reactions. This aspect can be verified by the results
obtained for glyphosate that interfered only when present in a
200-times excess. Glyphosate is largely utilized as herbicide and
it is expected to be found in real samples. The main interference
was caused by a species with a similar structure (Diquat), even at
concentrations of the same order than paraquat, being in agree-
ment with previous results [22]. Moreover, this interference can
be avoided with a previous treatment with NaOH [29]. Addi-
tionally, it should be taken into account that the expected levels
of the concomitant species in natural waters are lower than those
considered in this study.

3.4. Analysis of water samples

The proposed procedure was applied to paraquat deter-
mination in natural waters from rivers and mineral sources,
after spiking with 200 pg L~! (the drink water equivalent level
established by EPA). Recoveries within 86 and 107% (mean
value = 100.5%) were achieved, indicating the absence of matrix
effects. In addition, results shown in Table 4 agreed with those
achieved by the HPLC reference procedure [10] at the 95% con-

Table 4

Paraquat determination in spiked natural water samples

Sample Proposed procedure HPLC procedure
Concentration R (%)° Concentration R (%)P
(pgL™'y (ngL™"y

Jucar river 215+£3 107 208 £ 10 104

Turia river 204 + 1 102 150 £ 13 75

Turia Dam 215+£3 107 184 £5 92

Mineral water 171 £ 4 86 200 + 22 100

a4 Concentration of herbicide added to the samples =200 pgL~".

b Recoveries of the analyte spiked in the samples.

fidence level, by considering a paired Student’s #-test (n=4).
Another profitable characteristic is the improvement of preci-
sion in the mechanized procedure (coefficients of variation lower
than 2% against to 8% found in the HPLC procedure) and reduc-
tion of the analyses time (ca. 1 and 8 min in the proposed and
HPLC procedures, respectively).

4. Conclusions

The proposed procedure overcomes some drawbacks of pro-
cedures for paraquat determination. Sensitivity was improved by
using a lab-made 10-cm optical-path flow cell yielding a linear
response range compatible with the environmental requirements
(e.g. the limits established by the EPA). Interferences were less
pronounced, sampling throughput was improved (63 samples per
hour) and reagent consumption was at least 12-fold reduced in
relation to previous works. As a consequence, the proposed pro-
cedure can be considered as a clean alternative for fast paraquat
determination in waters [30-32].

Acknowledgements

The authors acknowledge the fellowships and financial sup-
port from Conselho Nacional de Desenvolvimento Cientifico
e Tecnolégico (CNPq), Fundacdo de Amparo a Pesquisa do
Estado de Sao Paulo (FAPESP), Programa Santander-Banespa,
Universitat de Valencia (Accié Especial UV-AE-20070213) and
Generalitat Valenciana (CTESIN/2004/051).

References

[1] W.T. Tsai, M.F. Hsieh, H.F. Sun, S.F. Chien, H.P. Chen, Bull. Environ.
Contam. Toxicol. 69 (2002) 189.

[2] C. Bismut, A.H. Hall (Eds.), Paraquat Poisoning, Prevention, Treatment,
Marcell Dekker, New York, 1995, pp. 1-16.

[3] S. McCarthy, M. Somayajulu, M. Sikorska, H. Borowy-Borowski, S.
Pandey, Toxicol. Appl. Pharmacol. 201 (2004) 21.

[4] Richard Isenring, “Paraquat, unacceptable health risks for users”, Pesticide
Action Network, 2006, http://www.evb.ch/cm_data/EvB_Paraquat_E.pdf
(accessed in July 2007).

[5] Prasanna Srinivasan, “Paraquat, A unique contributor to agriculture
and sustainable development”, New Delhi, India, November 2003,
http://www.marshall.org/pdf/materials/183.pdf (accessed in July 2007).

[6] EPA 822-R-06-013, Office of Water United States, Environmental Protec-
tion Agency, Washington, 2006, http://www.epa.gov/waterscience/criteria/
drinking/dwstandards.pdf accessed in June 2007.

[7] Y. Seki, K. Yurdakog, J. Colloid Interface Sci. 287 (2005) 1.

[8] C.M.C. Infante, J.C. Masini, Spectrosc. Lett. 40 (2007) 3.

[9] U.B. Cheah, R.C. Kirkwood, K.Y. Luma, Pestic. Sci. 50 (1997) 53.

[10] J.W. Hodgeson, W.J. Bashe, J.W. Eichelberger, Method 549.1, Revision 1.
0, Environmental Monitoring Systems Laboratory, Office of research and
development, U.S. Environmental Protection Agency, 1992.

[11] A. Calderbank, S.H. Yuen, Analyst 90 (1965) 99.

[12] S.H. Yuen, J.E. Bangness, D. Myles, Analyst 92 (1967) 375.

[13] C. Guijarro, E. Yanez-Sedefio, L.M. Polo-Diéz, Anal. Chim. Acta 199
(1987) 203.

[14] R.P. Mahoney, P.A. Fretwell, S.H. Demirdji, R.L. Mauldin, O. Benson Jr.,
T.H. Koch, J. Anal. Chem. Soc. 114 (1992) 186.

[15] L. Michaelis, Biochemistry 2 (1932) 250.

[16] LS. Sellero, M. Lopezrivadulla, A. Cruz, A. Bermejo, P. Fernandez, Anal.
Lett. 26 (1993) 1891.

[17] T. Matsuoka, J. Okuda, Forensic Sci. Int. 62 (1993) 179.



C.M.C. Infante et al. / Talanta 75 (2008) 1376—1381 1381

[18] R. Gill, S.C. Qua, A.C. Moffat, J. Chromatogr. A 255 (1983) 483.

[19] ER.P.Rocha, B.F. Reis, E.A.G. Zagatto,J.L.F.C. Lima,R.A.S. Lapa, J.L.M.
Santos, Anal. Chim. Acta 468 (2002) 119.

[20] R.A.S.Lapa,J.L.F.C.Lima, B.F.Reis,J.L.M. Santos, E.A.G. Zagatto, Anal.
Chim. Acta 466 (2002) 125.

[21] ER.P. Rocha, C.M.C. Infante, W.R. Melchert, Spectrosc. Lett. 39 (2006)
651.

[22] J. Archana, K.K. Verma, A. Townshend, Anal. Chim. Acta 284 (1993) 275.

[23] E. Rédenas-Torralba, F.R.P. Rocha, B.F. Reis, A. Morales-Rubio, M. de
la Guardia, J. Autom. Methods Manage. Chem. (2006) 1, Article ID
20384.

[24] E.A.G. Zagatto, M.A.Z. Arruda, A.O. Jacintho, I.L. Mattos, Anal. Chim.
Acta 234 (1990) 153.

[25] ER.P. Rocha, P.B. Martelli, B.F. Reis, Anal. Chim. Acta 438 (2001) 11.

[26] R.D. Faria, Quim. Nova 18 (1995) 281.

[27] J. Ruzicka, E.H. Hansen, Flow Injection Analysis, 2nd ed., Wiley Inter-
science, New York, 1988.

[28] P. Shivhare, V.K. Gupta, Analyst 116 (1991) 391.

[29] M. Ganesan, S. Natesan, V. Ranganathan, Analyst 104 (1979) 258.

[30] ER.P.Rocha, J.A. Nébrega, O. Fatibello-Filho, Green Chem. 3 (2001) 216.

[31] M. de la Guardia, J. Ruzicka, Analyst 120 (1995) 170.

[32] M. de la Guardia, J. Braz. Chem. Soc. 10 (1999) 429.



Available online at www.sciencedirect.com

ScienceDirect

Talanta

ELSEVIER Talanta 75 (2008) 1284-1292

www.elsevier.com/locate/talanta

Time-resolved XANES speciation studies of chromium
on soils during simulated contamination

P. Kappen®*, E. Welter®, PH. Beck®, .M. McNamara®,
K.A. Moroney ¢, G.M. Roed, A. Read®, P.J. Pigram?

2 Centre for Materials and Surface Science and Department of Physics, La Trobe University,
Kingsbury Drive, Bundoora, Victoria 3086, Australia
 Hamburger Synchtoronstrahlungslabor HASYLAB at Deutsches Elektronen-Synchrotron DESY,
Notkestrasse 85, Hamburg D-22607, Germany
¢ Environmental Resources Management (ERM), 151 Clarendon Street,
South Melbourne, Victoria 3205, Australia
d Department of Innovation, Industry and Regional Development (DIIRD), L17/80 Collins Street,
Melbourne, Victoria 3000, Australia

Received 30 October 2007; received in revised form 16 January 2008; accepted 16 January 2008
Available online 1 February 2008

Abstract

Time-resolved synchrotron X-ray absorption near edge structure (XANES) spectroscopy was used to study changes of chromium speciation in
soils upon soil-water interaction. The time resolution was 30-45 min. In a flow-column apparatus operated near the synchrotron beamline, two
different types of soil were treated with potassium-dichromate solution, and soil samples were taken and directly analysed by XANES. The results
provide insight into different equilibrium times of a few hours, depending on the type of soil. The XANES speciation analyses, based on a model
comprising insoluble Cr(III) and Cr(VI) compounds, show how the fate of Cr species on soils can be followed close to real-time. Since the method
allowed the soils to be investigated close to real-time, sampling in the field and preservation before analysis were made redundant. This study
benefits the development of corresponding in sifu remediation techniques.

© 2008 Elsevier B.V. All rights reserved.
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1. Background

The contamination of soil and water with hexavalent
chromium is an important environmental issue affecting many
sites around the world [1-6]. Hexavalent Cr is toxic, car-
cinogenic and can pose significant risks to human health.
Management of chromium contamination, for example, Cr(VI)
infused into soil, may require remediation treatments involving
the addition of organic compounds to reduce Cr(VI) to the less
hazardous Cr(III) [7,8]. In an ideal case, chromium-(III)-oxide
precipitates are formed during the reduction, which are neither
water soluble nor bioavailable and thus are less toxic.

* Corresponding author. Tel.: +61 3 9479 1329; fax: +61 3 9749 1552.
E-mail address: p.kappen@latrobe.edu.au (P. Kappen).

0039-9140/$ — see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.01.041

Detailed information on the chemistry of the chromium in
soils is a cornerstone in the development of successful and
efficient remediation strategies. Without this information, reme-
diation treatments may, for instance, impact the environment
through pollution side effects such as altered soil pH or raised
organic matter contents.

Many studies analysing the structure and chemistry of
chromium in the environment employ laboratory methods such
as chromatography, atomic absorption spectroscopy, colorime-
try, ultra-violet spectroscopy, nuclear magnetic resonance, and
others ([8—12] and references therein). Such investigations
can be time consuming, requiring complex preparation and
chemical-based Cr extraction methods with the risk of altering
the Cr species before analysis. Laboratory methods also may
not provide insight into the behaviour of particular chromium
species in real time or close to real time, making estimation of
reaction rates difficult.
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Synchrotron-based X-ray absorption near edge structure
(XANES) has the potential to fill these gaps. XANES has proven
to be a valuable tool for directly analysing the chemical specia-
tion of heavy metals [13-15] such as chromium [1,8,16-21],
lead [22], arsenic [23], copper [24,25], and others. XANES
is element specific and probes the local atomic environment
around the absorbing element, thus delivering chemical sen-
sitivity. Since most XANES experiments are straightforward
and do not require complex sample preparation procedures,
chemical information can be accessed directly and within short
time scales (often minutes to tens of minutes). Hence, this
technique may be employed for time-resolved and in situ
studies.

In situ investigations of heterogeneous systems have been
reported routinely from a variety of fields including catalysis
[26,27], fuel cell research [28], nanotechnology [29], and min-
eralogy [30]. In environmental research there have been a small
number of reports of time resolved studies [25,31-34] dealing
with Cu and As, for example, in sifu studies of copper during
electrokinetic remediation processes [25,31,33]. The advantage
of in situ studies is that sample information can be obtained in
real environments and in real time; these are critical factors when
developing on-site remediation strategies.

Full in situ XANES measurements of Cr on soils, that is,
acquisition of absorption spectra during a treatment, have not
been reported previously. Such studies are likely to face signif-
icant technical challenges due to the comparably low photon
energy of the Cr—K absorption edge (5989 eV). At this energy,
soil-loaded flow cells may not be operated in transmission mode
due to the high absorption level of most of the mineral phases
comprising a soil. For example, about 63% (corresponds to
absorption pd=1) of the incoming photons would be absorbed
by thin layers comprising grains of common minerals such as
Si0; (50 wm) or Fe; O3 (10 wm). Some of the absorption issues
can be overcome by measuring XANES in fluorescence mode,
where a sample does not need to be X-ray transparent. While
a corresponding in situ cell for gas treatment of a dry soil
would be feasible (analogous to in situ fluorescence XANES
set-ups in catalysis research), a liquid treatment cell would still
pose absorption issues due to parasitic absorption by the lig-
uid in a flow cell (for water: 63% per 350 wm). In addition,
disentangling the contributions of liquid and solid phases to
a XANES spectrum may not be possible without additional
EXAFS analyses. However, acquiring full fluorescence mode
EXAFS data of sufficient quality is time consuming, assum-
ing that the element of interest (Cr) is present at realistically
low concentrations. Thus, full EXAFS data collection is not
suitable for in situ studies of Cr on soils in a treatment cell,
and even in situ XANES studies on mixed solid-liquid sys-
tems are challenging and rare [9]. More work is needed to
develop rapid Cr speciation techniques, capable of in situ imple-
mentation, to support the delivery of effective Cr remediation
outcomes.

In this paper, we present time resolved XANES measure-
ments of soils upon deliberate contamination with hexavalent
chromium from solution. The soils were treated at the syn-
chrotron facility in a flow column set-up and then prepared for

immediate XANES measurements. The typical time resolution
of the experiments was 30—45 min.

2. Experimental

Experiments were conducted at the Hamburg Synchrotron
Radiation Laboratory (HASYLAB) at Deutsches Elektronen
Synchrotron (DESY) in Hamburg, Germany. Spill and con-
tamination accidents were simulated by treating selected soils
on-site. XANES scans were acquired from a range of reference
samples, and from initially uncontaminated soils subjected to
aqueous solutions of K,CrO7.

The reference XANES spectra were used to evaluate chem-
ical species via linear combination fitting (for details on the
fit procedures see below). Reference samples, all insoluble or
slightly soluble in H>,O, comprised PbCrO4, CaCrO4, Cr(OH)3,
Cr-acetylacetonate (Cr—(0,CsH7)3), and Cr,03.! Water sol-
uble chromium salts, such as chromium-(VI)-oxide, sodium
and potassium chromates and dichromates, or chromium-(III)-
nitrate are unlikely to precipitate from an aqueous solution
and were thus disregarded. PbCrO4 and CaCrO4 were chosen,
since both Pb and Ca were detected on the soils using XRF.
Chromium-(IIT)-acetylacetonate was included to represent Cr
embedded in an organic matrix. In Cr—(0,Cs5H?7)3 the Cris com-
plexed by three organic ligands with the oxygen atoms forming
the first coordination shell. This structure is similar to other
Cr(III) materials, such as Cr in Cr(NO3)3 or Cr in humic acids.
Cr(OH)3; and CrpO3 are further important, insoluble, trivalent
Cr species in soils.

It should be noted that the reference materials used describe
a model of the soils based on the available data. This model is
intended to demonstrate the capabilities of our approach to time-
resolved studies of Cr species. Choice of a different model using
additional or different soil data may result in different outcomes
with respect to the evolution of individual Cr species. Discus-
sions of the behaviour of hexavalent and trivalent chromium in
general (see below sections) are not affected by the choice of
reference compounds.

Materials for XANES analyses were pressed to form free-
standing discs (13 mm diameter), using a standard hydraulic
pellet press (p~0.7GN/m? for 60s). Prior to pressing, the
samples were dried on filter paper (if wet), ground and mixed
with cellulose powder (Sigma—Aldrich, 20 um particle size).
The reproducibility of sample preparation protocols was veri-
fied by XANES analysis of three identically prepared pellets
of Cr(NO3)3, using a total of 30 mg Cr(NO3)3 and 550 mg cel-
lulose. After careful grinding and mixing, the resulting sample
material was divided in three aliquots (193 mg each) and pressed
to pellets.

Chromium treatment was performed on two initially uncon-
taminated soils: standard commercial potting mix (as a model for
organic-rich soil), and natural soil sampled on-site at HASYLAB

! The spectrum of CaCrOy4 was kindly provided by Prof. Alojz Kodre, Uni-
versity of Ljubljanja, Slovenia. It was acquired at beamline E4 at HASYLAB
using a Si(1 1 1) double crystal monochromator.
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Fig. 1. Schematic representation of the flow column set-up used for contamination simulations. The reservoir holding the Cr containing solution was elevated, so
that the columns did not drain when opened for sample excavation. The flow rate of the peristaltic pump was set to 100 mL/min.

containing visibly high concentrations of sand (from hereon
referred to as “sand-rich soil””). Approximately, 100 g of potting
mix and 200 g of sand-rich soil were used for the experiments
(masses refer to dry weight). After removing larger stones (diam-
eter few mm), the corresponding soil was loaded into up to six
parallel flow columns connected to a peristaltic pump (Fig. 1).
Potassium-dichromate (K>CryO7) solution was cycled through
the system from reservoir (V=1100 mL, flow rate 100 mL/min).
The concentration of the solution was ¢ = 14 g/L, approximately
corresponding to Cr levels used in, e.g., industrial leather tanning
solutions [35].

After specific times, the treatment was paused, and small
amounts of soil (ca 1g) were sampled from any one of the
flow columns. During sampling, the liquid level was kept high
enough to cover the soils in the columns, avoiding direct air
exposure. After a flow experiment, soil from one of the columns
was drained on an unbleached paper filter. Approximately,
300-600 mg of material was used from each soil sample to pre-
pare a pellet for XANES measurements. These scans were either
acquired directly after sample preparation, or, if immediate mea-
surements were not possible, samples were temporarily stored
in a small vacuum chamber (p < 10~2 mbar) to avoid prolonged
exposure to air and minimise changes in chemical state.

The XANES experiments were carried out at bending mag-
net beamline Al at HASYLAB. Scans were acquired at the
Cr—K absorption edge using a channel cut Si(111) double crys-
tal monochromator. The intensity of the monochromatic beam
was monitored and controlled using an ionisation chamber (/,
filled with 1000 mbar N») and a digital monochromator stabiliser
(D-MoStab). Higher harmonics suppression was achieved by
detuning the monochromator to 50% of the peak intensity.
XANES spectra were collected over a slightly extended range
(5850-6250¢€V) to enhance the reliability of background sub-
traction and normalisation. The acquisition time per scan,
defining the experimental time resolution was about 30-45 min.

XANES scans of the reference samples were recorded in
transmission mode using a second ionisation chamber (filled
with 1000 mbar Ar); scans of soil samples were acquired in flu-
orescence mode using a seven-element Si(Li) solid state detector
(custom made Gresham Sirius). Distortion of the fluorescence
XANES spectra due to self-absorption effects could be ruled
out due to the low Cr content on the soil («10mg/g). Typi-

cal total count rates for entire fluorescence spectra were of the
order of 20-30kcps for the potting mix and 5-10 kcps for the
sand-rich soil. The detector signals were pre-amplified within
the experimental hutch. Further signal processing (outside the
hutch) included seven digital signal processors (Canberra DSP
2060) feeding individual MCA cards linked to the beamline
computer. For the fluorescence XAS scans, only Cr K, fluores-
cence signals were selected (via software), thus resulting in least
background and optimised signal-to-noise ratios in the XANES
spectra.

After normalising to the incoming photon beam intensity
(measured in the first ionisation chamber), the spectra were
added using weight factors representing the statistical qual-
ity of the scans. The weight factors were calculated using
the magnitude of the absorption edge jump and the inten-
sity of the pre-edge absorption background. These steps were
performed using self-developed software written in the pro-
gramming language IDL [36]. Cr species were evaluated using
the freeware XANDA Dactyloscope [37]. A linear fit routine
was employed to approximate a given XANES scan using
the Cr reference spectra. Principal components analysis and
target transformation functions, as provided by the XANDA
Dactyloscope software, were used to assist the linear combi-
nation. The fit routine yields relative species concentrations
(as mol%).

3. Results and discussion
3.1. Reference spectra and fit routine verification

Fig. 2 shows spectra of the reference materials used for
speciation. The scans of hexavalent Cr exhibit a distinct pre-
edge feature at approximately 5993 eV. This feature is well
known, characteristic of hexavalent chromium [38]. It is fre-
quently used for differentiating between trivalent and hexavalent
Cr [39-42]. In Cr(VI) compounds, Cr is generally co-ordinated
tetrahedrally while it is octahedrally co-ordinated in Cr(III) com-
pounds. Hence, in Cr(VI) the chromium is sitting on sites with
no inversion symmetry. This lack of inversion symmetry permits
dipole transitions from a 1 s level to unoccupied antibonding #2*
orbitals ([43] and references therein), resulting in the distinct
pre-edge peak.
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Fig. 2. XANES spectra of at the Cr—K absorption edge of chromium reference
spectra. The spectra are presented as after background removal and normali-
sation. Note the distinct pre-edge feature by which Cr(VI) compounds can be
distinguished from Cr(III) species.

Prior to speciation analyses of real systems, sample prepa-
ration and data processing tests were conducted using three
identically prepared Cr(NO3 )3 reference samples. For each sam-
ple, three XANES spectra were acquired at different sample
positions. The resulting nine spectra are shown in Fig. 3. The
variation of the spectra at the maximum intensity is of the
order of 1%. This result demonstrates a good reliability of the
sample preparation and data handling methods (in particular,
background subtraction), thus introducing only a small error to
the speciation process.

The fitting procedure to speciate Cr compound mixtures
was tested using defined mixtures of powders of K»CrpO7 and
Crp03, and other reference materials. Some of the results are
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Fig. 3. Zoomed-in section of a set of nine spectra of Cr(NO3)3 to test the repro-
ducibility of the sample preparation method (for details see text). Spectra were
background subtracted and normalised.
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Fig.4. (a) Linear combination fitting of XANES spectra of well defined mixtures
of K,Cr,07/Cr,03, showing very good agreements of fit results and expected
values. (b) Typical linear combination results on real soil samples. The R-values
give a measure for the goodness of the fit (perfect fit for R=0).

summarised in Fig. 4a, showing good agreement between actual
and fitted relative concentrations. The spectra presented in the
figure correspond to one of the fits as marked by the arrow.
Only slight deviations between data and linear combination are
observed, as reflected by the low R-value of 0.57. The deviations
may partly be attributed to uncertainties from sample prepara-
tion (see also Fig. 3 and corresponding discussions). For two of
the model mixtures, the fit routine was tested further by starting
with additional reference spectra; Table 1 below summarises the
results. The first data row per sample shows the speciation results
with only the two expected references included. The results
agree well with the targets (see first column). The following rows
show the fit results upon addition of Cr(OH)3 and Cr(OH)3 plus
CaCrQ4 reference spectra. In cases where concentration values
of 0% are presented, the fit suggested a concentration of <2%,
and the corresponding parameter was set to 0 to be not considered
further in the fit.

The results in the table show that the fit procedure retrieved
the correct results reliably. Only when using all four spectra on
the XANES spectrum of the first sample (“15%:85%”), the fit
wrongly suggests a 7% content of CaCrOy4. Overall, the data
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Table 1
Results of testing the linear combination fit routine
Test sample (%) c[Kz2Cr07] (%) c[Cr03] (%) c[Cr(OH)3] (%) c[CaCrO4] (%) R
15:85 11 89 - - 0.57
8 88 4 - 0.57
9 84 0(<2) 7 0.57
35:65 35 65 - - 0.75
28 68 4 - 0.75
28 68 4 0(<2) 0.75

The XANES spectra of two defined mixtures of K,Cr,O7/Cr,O3 were fitted starting from different sets of reference spectra (a dash means that this spectrum was

not used).

discussed so far verify the reliability of the sample preparation
and fitting method.

For fitting of soil related data, care was taken to reduce
the number of reference spectra to a minimum. Each spectrum
represents one degree of freedom. The use of many spectral
components may result in a very good outcome; however, this
result may then not be reliable due to the increased number of
fit parameters. It should also be noted that chemical speciation
analysis using XANES is not model free. While containing the
full information on local atomic symmetry, each spectrumis one-
dimensional only and disentangling the individual contributions
has to be based on assumptions (choice of reference spectra for
the fit). The results are considered in light of these assumptions.

3.2. Treatment of soils with Cr(VI) solution

Results of the treatment of the potting mix with potassium-
dichromate solution are presented in Figs. 5 and 6. Fig. 5
summarises the speciation changes during one treatment (dura-
tion 22h; only four flow columns were used for technical
reasons). This experiment was repeated with fewer sampling
intervals, but with subsequent draining of some of the soil mate-
rial. Corresponding results of the speciation analyses are shown
in Fig. 6. For the repeat experiment, all the six flow columns
could be employed.

The XANES spectra in Fig. 5a (first treatment) show the
presence of Cr(VI) species via the characteristic pre-edge fea-
ture. They also indicate some Cr(IIl) content via the shape of
the XAS oscillations in the energy region between 6010 and
6050 eV. During the first 5h of treatment, a high level of vari-
ability was observed in the relative concentrations of Cr species.
This is reflected in the intensity of the pre-edge peak and the
fine structure above the absorption edge. Beyond approximately
5h treatment time, the conditions settled to a steady state as
suggested by the spectra marked “B”.

The speciation results (Fig. Sb) confirm these observations.
The total relative concentrations of Cr(IIl) and Cr(VI) species
on the soil enter a steady state from approximately #>5 h. This
levelling may also be observed in the bottom graph in Fig. 5b,
showing the evolution of the solution pH. From ¢>5h, the pH
changes only marginally, indicating an equilibrium between soil
and K, CrO7 solution. Note that two different graphs for Cr(VI)
are included in Fig. 5b. The dotted line represents the Cr(VI) as
a result from the linear combination fit. The dash-dotted line

(Cr(VD)*) was derived from the pre-peak intensity, that is inde-
pendent of the fit process. For the Cr(VI)* value of a spectrum,
the onset of the absorption edge was modelled using a spline
function, and the integral intensity of the pre-edge feature was
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Fig. 5. XANES spectra (panel a) and speciation results (panel b) from a con-
tamination simulation (K,Cr,07 (aq)/potting mix). Samples were taken from
the flow column system at the times specified. In panel (a) isosbestic points are
highlighted by dashed circles. The spectra marked “B” in panel (a) correspond to
the last four data points in panel (b). The uncertainty for the data points in panel
(b) is estimated to be £5 mol% (error bars omitted for presentation purposes).
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Fig. 6. Speciation results from a contamination simulation (K;CryO7
(aq)/potting mix). Species evolutions are depicted for draining of treated soil
in a filter. The individual symbols that are not connected by lines represent the
species at the end of the preceding flow phase.

obtained after subtraction of the spline. In order to obtain a
total relative concentration of hexavalent chromium, the result-
ing quantity was then normalised to the average of the integral
pre-peak intensities of PbCrO4 and CaCrO4. As can be seen
from Fig. 5b, the results for Cr(VI) and Cr(VD)* are consis-
tent within the uncertainty of +5 mol%. It is important to note
that the results of Cr(VI)* were not used to constrain the lin-
ear combination fit. Thus, both measures of the concentration of
hexavalent chromium are independent. The consistency of the
data engenders confidence in the fit results.

Given the model reference spectra chosen for this study, the
speciation data also show that the decrease in Cr(VI) content
on the soil is mainly due to a decrease in PbCrO4 concentra-
tion, and the corresponding increase of Cr(IIl) is a result of an
increase of CrpO3 content. The spectra of calcium chromate and
chromium acetylacetonate also contribute to the speciation fit
but the concentration values obtained do not exhibit clear trends
during the first 5-6 h of the flow experiment. The speciation fits
could also be performed without including Cr(OH);3 (first data
point excepted). This observation is consistent with the data,
since during the experiment the pH was between 4 and 5, i.e.
the chemical environment was acidic. In such environment the
precipitation of basic Cr(OH)j3 is not favoured.

The normalised data in Fig. 5a also exhibit isosbestic points at
6025 and 6055 eV where all spectra meet (highlighted by dashed
circles). At these points, the total absorbance of all chromium
species remains constant. Thus there has to be a continuous

transition from one spectroscopic component to another, where
a spectroscopic component may be a mixture of more than one
chromium species. Note that the spectra are normalised to an
edge jump of 1; hence, variations in the absolute concentrations
of chromium do not need to be considered in this discussion. For
the evolution of chromium species, the isosbestic points mean
that no new Cr compound was created or consumed during the
experiment (disregarding the initial phase before taking the first
sample at 7= 1h). This resultis consistent with the data presented
in Fig. 5b.

Since the initial (uncontaminated) soil did not contain sig-
nificant amounts of Cr (as verified by XRF), a rapid sorption of
K>CrO7 from solution with subsequent conversion must have
occurred before the first sample was taken. With the potting
mix being rich in organic content, it is likely that dichromate
was reduced to Cr(IIl) in the presence of organic matter. Such
pathways have been reported previously (e.g. [7,8,44]). The
speciation results are consistent with this mechanism, where
in the corresponding fits the spectrum of Cr-acetylacetonate
should be seen as a representative for Cr in organic matrices.
As highlighted above, in Cr-acetlyacetonate, the chromium is
complexed by organic ligands with oxygen forming the first
coordination sphere. The resulting structure is similar to Cr in
organic matrices such as humic acids present in potting mix.

The data in Fig. 5b furthermore show a high relative concen-
tration of Cr(VI) on the soil (about 40% towards the end of the
experiment). With an organic-rich soil, such as potting mix, one
might expect a complete reduction of Cr(VI) to Cr(IIl) species.
However, with the continuous supply of dichromate solution, it
can be expected that reaction sites for the reduction of Cr(VI) to
Cr(IIT) were saturated at some point, as reflected in the equilib-
rium observed. The redox reactions involved in these processes
may be complicated in detail and may also have included other
species such as Fe(IT) or Mn(IV); both, Fe and Mn were detected
in the soil using XRF. Detailed soil analyses and characterisation
were beyond the scope of this study, which is to demonstrate the
feasibility of time-resolved species analyses studies on complex
systems (Cr in soils) using XANES. Detail clarification of the
redox mechanisms involved will be a future step requiring com-
prehensive chemical and physical analyses (e.g. organic matter
and other chromium reducing and oxidising species contents,
Cr concentration in solution, redox potential, soil pH, and total
soil surface area).

To study the effects of draining on the evolution of Cr
species, a second soil treatment using K;Cr,O7 solution
and potting mix was conducted (again Violygon=1100mL,
c[K2CrO7] =14 g/L). The speciation results are presented in
Fig. 6; also included in this figure are concentrations for a sam-
ple taken at the end of the flow phase (see the symbols that
are not connected by lines). These starting values are similar
to the concentrations found in the preceding experiment for the
individual species at t=22h. Some differences exist which are
attributed to the different amounts of soil used in this experi-
ment (six columns loaded, compared to four columns in the first
experiment).

Upon draining the Cr species show some variability, and
changes over time can be observed for all species. CroO3 exhibits
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alarge decrease in relative concentration (from 40 to 25%). Also
Cr-acetylacetonate shows a decrease, which is a trend only due
to the uncertainties (5 mol%) associated with the speciation
procedure. In contrast to Cr,O3 and Cr-acetylacetonate, the rel-
ative concentration of PbCrOy4 increases from 20 to 30%. These
results indicate that after the flow phase the soil system under-
goes some further gradual changes with no clear equilibrium
over 26 h of draining. During this time no further dichromate
solution was delivered to the soil, and the material was exposed
to ambient air. Further reactions on the soil as observed in Fig. 6
may have been promoted by these conditions.

The speciation results upon draining also show a steadily
increasing contribution of Cr(OH)3. This species was newly
formed during this experiment. In the corresponding XANES
data, no well-defined isosbestic points can be observed. Conse-
quently, the formation of a new species during the measurements
can be justified. Chromium-(III)-hydroxide has been discussed
previously in XANES speciation experiments of soils (e.g.
[9,45-47]). For instance, Wei et al. [9] sorbed Cr(VI) on kitchen
waste compost from solution (from CrOs), and the correspond-
ing speciation results indicated Cr(OH)3; contents in the order
of 20%. The total relative concentrations of Cr(III) found were
about 75% for sorption times of 0.5 and 12 h, respectively. These
results are similar to the data presented in Fig. 6 (drain phase).

The results in Fig. 6 also show that the overall relative con-
centrations of Cr(IIl) and Cr(VI), respectively, changed only
slightly within the 26 h of draining. Measurement of these quan-
tities alone (for example via the integral intensity of the pre-edge
peak) gives the impression that the soil system is almost stable
during this period. However, reactions are occurring, leading to
the formation of a new species, in our model, Cr(OH)s.

These results emphasise the importance of detailed analyses
of the XANES spectra, sensible choice of reference spectra, and
reliable background subtraction and normalisation procedures.
Extending the scan range, beyond a typical XANES region, to a
few hundred eV (e.g. up to 6250 eV as in this study) is beneficial
for data treatment. The results also highlight that for XANES
analysis of Cr or other pollutants in soil, simulations close to
real conditions and close to the beamline are very valuable. Such
experiments allow information to be gained almost in real-time.

Figs. 7 and 8 show XANES spectra and speciation results
for the experiment subjecting a sand-rich soil to potassium-
dichromate solution. The data show a sharp increase in the
proportion of Cr(Ill) from 15 to 50% over the first 5-6h of
the experiment and some decrease (50-40%) towards the end
of the flow phase. The individual model species reflect this
behaviour moderately well. The contents of both, Cr,O3 and
Cr-acetylacetonate increase over time. Inversely to Cr(IIl), the
Cr(VI) concentration drops sharply first and increases towards
the end of the flow experiment. These trends are well reflected
by both Cr(VI) species, where the decrease and increase is more
prominent for PbCrOy4 than for CaCrOy. As previously, the data
for Cr(VI) and Cr(VID)* are consistent, thus supporting the fit
results.

Overall it can be observed that the system moves towards an
equilibrium after about 12 h. However, in contrast to the data of
potting mix (see Fig. 5), this steady state is reflected only for
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Fig. 7. XANES spectra from a contamination simulation (K,Cr,O7 (aq)/sand-
rich soil). Note that no clearly defined isosbestic points can be observed, as
compared to Fig. 5.

CrO3 and PbCrOg4. The data also show that on the sand-rich
soil, the Cr(VI) content is higher during the entire flow phase as
compared to the experiment on potting mix. Hence, the sand-rich
soil provided fewer reactive sites for the reduction of Cr(VI) to
Cr(II), which may be attributed to a lower content of reducing
species (e.g. organic matter, Fe(II)) and/or a higher content of
oxidising compounds (e.g. MnO»).

It was observed that for the potting mix, the decrease in rela-
tive Cr(VI) content progressed more rapidly (ca 5 h) than on the
sand-rich soil (ca 12 h). In the literature it has been described that
reaction rates for Cr(VI) — Cr(IIl) can be increased by amend-
ing a soil with organic matter [44,48,49]. Similar to the study by
Bolan et al. [49], reaction time constants were modelled from

100 | flow phase 1 | drain phase 4

80 % {1t |

20 r

oL e iR L L R R g amEE ]

44 ¢ 1 t/h
:&4.2

| PO

0 5 10 15 20 25
t/h

Fig. 8. Speciation results from a contamination simulation (K> Cr,O7 (aq)/sand-
rich soil). These results correspond to the spectra shown in Fig. 7. The experiment
comprised two phases: flow treatment of the soil and draining in a filter. For
explanation of the symbols refer to Figs. 5 or 6.
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Table 2
Results from modelling reaction time constants for the reduction of Cr(VI) in
the potting mix and sand-rich soils

Soil Ceq X 100%  o(ceq) x 100% (b7  o(@ ™ X2
Potting mix 38 3 0.8 0.2 35
Sand-rich 50 7 0.3 0.1 71

The relative concentrations of hexavalent chromium used for the modelling were
taken from the results of the linear combination processes. For explanations of
the quantities ceq and 7 see the text; the o-values are standard deviations of the
fit, and x? gives a measure of the goodness of the fits.

the data for Cr(VI) from Figs. 5 and 8. The expression used to
fit the data was

y(@) = [1 — ceql e "+ Ceq»

where y is the concentration of Cr(VI) as derived from the linear
combination fit, 7 the reaction time in h, 7 the reaction time con-
stantinh™!, and Ceq is the concentration of Cr(VI) upon reaching
the equilibrium state. The factor [1 — ceq] ties the Cr(VI) concen-
tration to 100% at the start of the experiment, i.e. when K,Cr, Oy
solution was introduced to the soil. Table 2 summarises the
results from the modelling.

The fit results are good indicators for trends and a qualitative
discussion; in a future experiment, more precise results could
be obtained by repeating the flow experiments with more data
points on the time scale. However, the results in Table 2 are con-
sistent with the observations made so far. In case of the potting
mix the equilibrium is reached faster than in case of the sand-rich
$0il (Tpot > Tsand)» and the resulting relative concentration of hex-
avalent chromium was less on the potting mix (Ceq,pot < Ceq,sand)-
Also the initial estimates for flow durations until reaching an
equilibrium are covered well by the simple reaction rate model.
After 5h flow experiment on the potting mix, the exponen-
tial function drops to e "' =e~0-8/*5h =0, 02, Thus the expected
value for ceq was almost reached after 7=5h. For r=12h in the
experiment on sand-rich soil one finds e "t =e~0-3/hx12h = 3,
Given the uncertainty of the fit and the respective standard
deviations, these values are the same within the error mar-
gin.

Upon draining, only the concentration of PbCrO4 exhibits
strong variations, thus driving a decrease in the relative Cr(VI)
content. In contrast to the experiment on potting mix, chromium
hydroxide may only emerge as a species towards the end of the
drain phase. The data in Fig. 8 also suggest that in a sand-rich
soil, the relative Cr(II) and Cr(VI) contents are changing more
dynamically upon draining than in the potting mix, which is
also reflected in the concentration of PbCrOy4. This may be due
to slower Cr(VI) reduction rates in organic poor media.

The results presented in this study demonstrate how near
real-time XANES measurements can be used to analyse directly
chromium species on soils upon contamination with Cr(VI) solu-
tion. The flow column set-up used could also be employed to
treat soil from a contaminated site for remediation purposes.
The advantages of the approach in this study are

(I) samples can be analysed rapidly and on-site at the syn-
chrotron, i.e. in areal scenario; remediation processes could
be optimised on-line;

(I) XANES allows information on the evolution of chemical
species to be obtained directly and non-invasively.

Model reference materials for this study were chosen on the
basis of elemental analyses using XRF data and water solubility.
In future experiments, further soil chemical information (soil pH
and Eh, organic matter content, absolute elemental concentra-
tions, etc.) would be of advantage to build a model for XANES
species analyses.

The time resolution of 30—45 min for evaluation of Cr species
was achieved using a seven-element fluorescence detector at a
bending magnet beamline. Shorter acquisition times would be
feasible at a high-flux wiggler beamline in conjunction with
a multi-element fluorescence detector with a large number of
elements. The high beam intensity would sustain a sufficiently
high count-rate for the larger number of detector pixels (assum-
ing that their size decreases with increasing number). Such
detector systems would require good energy resolution, high
signal-to-noise ratio, and high count-rate capabilities. Com-
mercial multi-element detector systems could be suitable; also
current detector developments based on silicon or silicon-drift
technology [50,51] are promising for the further development
of in situ analyses of Cr species on soils.
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Abstract

A simple, rapid and accurate method for the spectrophotometric determination of terfenadine has been developed. The proposed method based
on the charge-transfer reactions of terfenadine, as n-electron donor, with 7,7,8,8-tetracyanoquinodimethane (TCNQ), tetracyanoethylene (TCNE),
2,3-dichloro-5,6-dicyano-1,4-benzoquinone (DDQ) or 2,5-dichloro-3,6-dihydroxy-1,4-benzoquinone (chloranilic acid, p-CLA) as m-acceptors to
give highly colored complexes. The experimental conditions such as reagent concentration, reaction solvent and time have been carefully optimized
to achieve the highest sensitivity. Beer’s law is obeyed over the concentration ranges of 3-72, 3-96, 12168 and 24-240 ug mL~! terfenadine
using TCNQ, TCNE, DDQ and p-CLA, respectively, with correlation coefficients 0.9999, 0.9974, 0.9997 and 0.9979 and detection limits 0.3,
0.4,2.6 and 12.3 wg mL ™", for the reagents in the same order. DDQ and p-CLA react spontaneously with terfenadine to give colored complexes
that can be applied for the flow injection analysis of terfenadine in the concentration ranges 2.4—120 and 24-240 g with correlation coefficients
0.9990 and 0.9985 and detection limits 0.8 and 2.7 g for DDQ and p-CLA, respectively, in addition to the high sampling through output of

40 sample h~!.
© 2008 Published by Elsevier B.V.

Keywords: Spectrophotometric; Terfenadine; Charge-transfer; Flow injection; Pharmaceutical preparations

1. Introduction

Drug quality control is a branch of analytical chemistry that
has a wide impact on the public health, so the development of
a reliable quick and accurate method for the active ingredient
determination is welcomed.

Terfenadine (TFN) is a well-known selective histamine H; -
receptore [1] with the following chemical structure:

ST Oy
e

Several methods have been reported for the determination
of TFN in pharmaceutical dosage forms and biological fluids
including HPLC [2,3], capillary electrophoresis [4], voltamme-
try [5], NIR and NMR spectroscopy [6,7], spectrofluorimetry

* Tel.: +20 1 0378 1777, fax: +20 2 3337 0931.
E-mail address: elmorsykhaled @yahoo.com.

0039-9140/$ — see front matter © 2008 Published by Elsevier B.V.
doi:10.1016/j.talanta.2008.01.031

[8], AAS [9], UV-vis spectrophotometry [9-11] and non-
aqueous potentiometric titration [12].

Molecular interactions between electron donors and accep-
tors are generally associated with the formation of intensely
colored charge-transfer (CT) complexes which absorb radiation
in the visible region [13,14]. These CT reactions were of partic-
ular interest in the analysis of many pharmaceutical compounds
[15,16]. Formation of CT complexes between TFN and iodine,
TCNQ [17] or picric acid [18] has been earlier reported for
the batch spectrophotometric determination of TFN. Though
the batch spectrophotometric methods allowed for the deter-
mination of TEN, they include the time as a variable to be
strictly controlled with the exposure to the toxic organic solvents.
However, flow-injection analysis (FIA) provides advantages of
rapidity, easy assembly and efficient to control such serious
experimental conditions as well as high sampling through out-
put [19]. With respect to the CT spectrophotometric methods,
only Uno et al. [20] reported a simple FIA system for monitoring
the CT complexation reaction between iodine and tertiary alky-
lamines and no other investigations for CT reactions combined
with FIA have been found in literature.
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Although some of the previously published methods are fairly
specific, they tend to be lengthy and expensive [2-4], suffer
from a narrow dynamic range [6,7], require the use of a highly
toxic compound and solvents [5,9-11] or use less stable col-
ored species with heating [17,18]. This paper describes a simple,
direct, sensitive and precise spectrophotometric method for the
determination of TFN via novel CT complexation reactions with
different m-acceptors namely, p-CLA, DDQ and TCNE in addi-
tion to TCNQ. Application of FIA in terms of intermolecular CT
complexes of TFN with either p-CLA or DDQ was also stud-
ied to avoid disadvantages of the batch methods and increase
the sampling through output in addition to minimizing the han-
dling of the toxic organic solvent usually used in CT reactions.
Stoichiometry, molar absorptivities, Sandell sensitivities, asso-
ciation constants and the free energy changes of the formed CT
complexes were also determined.

2. Experimental
2.1. Reagents

All the reagents and chemicals used were of analyti-
cal grade. 7,7,8,8-Tetracyanoquinodimethane (TCNQ, Fluka
455372/1 with purity 98%), tetracyanoethylene (TCNE, Aldrich
S28917-076 with purity 98%), 2,3-dichloro-5,6-dicyano-1,4-
benzoquinone (DDQ, Fluka, 1335954 with purity 95%) and
2,5-dichloro-3,6-dihydroxy-1,4-benzoquinone (p-CLA Sigma,
98%) were used without further purification. 2,3,5,6-
Tetrabromo-1,4-benzoquinone (bromanil), 2,3,5,6-tetrachloro-
1,4-benzoquinone (chloranil) were purchased from BDH (Poole,
UK, 0947000 purity 95%). All the reagent solutions were freshly
prepared as 5 mg mL~in acetonitrile.

2.2. Pharmaceutical preparations

Terfenadine (4-[4-(hydroxy-diphenylmethyl)-1-piperidyl]-
1-(4-tert-butylphenyl)-butan-1-ol; CzpH41NO7) sample was
obtained from the National Organization for Drug Control and
Research (Egypt); the content of TFN was assigned according
to the official method and found to be 98.1% [21]. Standard

Sample

injector

Acetonitile

DDQ or p-CLA

Reaction coil

solution (2.4 mgmL~!in acetonitrile) was stable at 4 °C for 1
week. Pharmaceutical preparations containing TFN (Histadine
and Terfine, 120 and 60 mg TFN) were obtained from local drug
stores. Five tablets were weighed and grinded to finally divided
powder and an accurate weight of the powder containing 120 mg
of TFN was dissolved in 50 mL acetonitrile; the solution was
then filtered off and analyzed according to the proposed and the
official methods.

2.3. Apparatus

A double beam spectrophotometer (V-570, Jasco) with
10 mm light path cells was used for the absorbance measure-
ments.

FIA manifold: A schematic diagram of the flow-injection
manifold is shown in (Fig. 1) which was composed of a four
channel peristaltic pump (MCP Ismatec, Zurich, Switzerland)
and a manual sample injection valve (ECOM, Ventil C, Czech
Republic) with exchangeable sample loops (5-200 pL). Solu-
tions transferring were Tygon tubes (Cole-Parmer R-3603)
with 0.7 and 0.5mm i.d. for the reagent and the sample
carrier streams, respectively. A homemade flow cell (10 mm
quartz cell filled with Perspex having an input and out-
put tubes with total volume 300 wL) was used to detect the
change in the absorbance of the effluents from the reaction
coil.

2.4. Analytical procedures

2.4.1. Stoichiometry of the formed CT complexes

The stoichiometry of the formed complexes was deter-
mined by applying the molar ratio method. Successive aliquots
(0.1-1 mL) of the standard TEN solutions (5 x 1073 molL~1)
were transferred into 10mL measuring flasks followed by
0.5mL of the reagent solution each 5x 1073 molL~! and
the volume was completed to 10mL with acetonitrile. The
absorbance of resultant CT complexes was measured at 520,458,
412 and 842 nm for p-CLA, DDQ, TCNE and TCNQ, respec-
tively, against the blank solution prepared without addition of
the drug.

1T

Waste

Fig. 1. Schematic diagram of the FIA system manifold used for the spectrophotometric determination of TFN.
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2.4.2. Batch measurement

Aliquots containing different concentrations of TFN were
transferred into 10 mL volumetric flask followed by 2 mL of dif-
ferent reagent solutions (each 5 mgmL~!) and the volume was
completed to the mark with acetonitrile. The colored species
were generated immediately with p-CLA and DDQ and after
20min for TCNE and TCNQ, respectively. The absorbance
of the formed CT complexes was measured at the maximum
absorbance corresponding to each reagent against the blank
solution. Calibration graphs were constructed by plotting the
absorbance of the formed CT complexes versus the final con-
centration of the drug (ugmL~!).

2.4.3. FIA measurement

50 L of TFN solutions with different concentrations was
injected directly into the acetonitrile carrier stream (flow rate
2.2mLmin~!) which was then mixed with the reagent stream
(DDQ or p-CLA, 5mg mL~'with a flow rate 3.3 mL min~!) in
the reaction coil where the colored CT complexes were formed.
The colored CT complex was then sent to the homemade flow
cell which detects the change in the absorbance of the efflu-
ents from the reaction coil at 458 and 520nm for DDQ and
p-CLA, respectively. The peak heights were proportional to the
TEN concentrations and used for construction of the calibra-
tion curve, five replicate injections per sample were made in all
instances.

3. Results and discussion
3.1. Spectral characteristics and reaction mechanism

TFN solution in acetonitrile showed negligible
absorption band at 260nm with low molar absorptivity
(~700Lmol~' cm™!) while upon addition of different -
acceptors (namely, TCNQ, TCNE, DDQ, p-CLA, chloranil
or bromanil) to the drug solution, new characteristic bands
at different absorption maxima were obtained due to the for-
mation of CT complexes between TFN and these m-acceptors
(Fig. 2).

Fig. 2. Absorption spectra of the TFN CT complexes with TCNQ (a), TCNE
(b), DDQ (c), p-CLA (d) and the correspondent reagents a—, b, ¢~, and d™,
respectively, against acetonitrile.

TFN, being an n-electron donor, reacts with m-acceptors giv-
ing CT complexes of the n— type which dissociate to give the
colored free radical anions of the acceptors according to the fol-
lowing equation.

TFN-4+ A=— TFN-A
CT complex
Interaction of TFN with TCNQ gives a bluish-green chro-
mogen which exhibits strong absorption maxima at 842 and
742 nm, the wavelength 842 nm is selected as it gives higher
molar absorptivity with reproducible results. These bands may
be attributed to the formation of the radical anion (TCNQ® ™),
which was probably formed by the dissociation of an original
(TEN-TCNQ) complex promoted by the high ionizing power
of the acetonitrile solvent [17]. Similar mechanism can be sug-
gested for TCNE as a yellow chromogen with triplet spectrum at
400, 412 and 464 nm was obtained, in quantitative analysis, the
band at 412 was selected. The interaction of TFN with DDQ in
acetonitrile at room temperature gave a red colored chromogen
with a strong absorption maximum at 458, 546 and 588 nm due
to the formation of the free radical anion [22] and the wave-
length 458 was selected for the further studies. p-CLA acts as
a m-acceptor in a manner similar to quinines and the TFN—p-
CLA CT complex have intense absorption band at 520 nm due
to the formation of the corresponding p-CLA free radical anion.
The absorption maxima of TFN with bromanil and chloranil
were at 413 and 425nm with very low molar absorptivities
which may be explained on the basis of insufficient ionization
power of these relatively weak m acceptors which possess lower
electron affinities than TCNQ, TCNE and DDQ, so they will
be excluded from further investigations. Fig. 3 shows the sug-
gested structures of the TFN CT complexes with different tested
Tr-acceptors.

TFN - + A-
free radical anion

3.2. Optimization of reaction conditions

3.2.1. Effect of reagent concentration

To establish the optimum experimental conditions for TFN
CT complexes formation, the drug (48 wg mL™!) was allowed
to react with different volumes of the reagents (DDQ, TCNE,
TCNQ and p-CLA, respectively, each SmgmL~"). The max-
imum absorbance was obtained with 1.5mL of the reagent;
higher concentrations of the reagents may be useful for rapidly
reaching equilibrium, therefore, 2 mL. was used as optimum
value.

3.2.2. Effect of reaction solvent

In order to select the suitable solvent for CT complex forma-
tion, the reaction of TFN with p-CLA, DDQ, TCNE and TCNQ
was made in different solvents. Acetonitrile showed super pri-
ority over chloroform, 2-propanol, dichloroethane, 1,4-dioxane,
methanol and ethanol as the complex formed in these solvents
either had low molar absorptivity or precipitated upon dilution.
Further, acetonitrile, being a highly polar solvent (dielectric con-
stant 37.5 [23]), facilitates the complete charge-transfer from
donor to acceptor as well as the dissociation of such TFN CT
complex to the free radical anion as the predominant chro-
mogen.
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Fig. 3. Suggested structures of CT complexes of TFN with different m-acceptors.

3.2.3. Effect of reaction time

Reaction time was determined by following the color
development upon the addition of TFN solution to the reagent
solution at room temperature. The results obtained (Fig. 4)
indicated that, complete color development was attained
immediately with p-CLA and DDQ while TCNQ and TCNE
form intense chromogen with a stable absorbance after 20 min.
The absorbance of these complexes remains stable for at least
90, 60, 150 and 120 min for p-CLA, DDQ, TCNQ and TCNE,
respectively, thus permitting quantitative determination of TFN

to be carried out with good reproducibility and indicating no
side chemical reactions takes place.

3.2.4. Stoichiometry and association constants of the
formed CT complexes

The stoichiometry of the formed CT complexes was deter-
mined by applying the molar ratio method and found to be about
1:1. This finding was anticipated by the presence of one basic
electron-donating center (nitrogen atom) in the TFN structure
(see Section 3.1, Fig. 3).
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Fig. 4. Effect of time on the color intensity for TFN CT complexes.

The CT association constant is a measure of the complex sta-
bility and is given according to the Benesi—Hildebrand equation
[24]:

Al 1 1

Acr ~ KereerD] ' et

where [D] is the molar concentration of the donor in the CT
complex, [A] is the sum of the acceptor concentration in the
CT complex and in the free state. Act, Kct and ect are the
absorbance, association constant and the molar absorptivity of
the formed complex, respectively.

Plotting ([A]/Act) versus 1/[D] will give a linear curve
whose slope equals to (1/Kcrtéect) and intercept equals to
1/ecT. The values of the association constants (KcT) obtained
using Benesi—Hildebrand plots were found to be 0.44 x 103,
1.43 x 103, 0.98 x 103 and 1.31 x 103 L mol~! for TFN com-
plexes with p-CLA, DDQ, TCNE and TCNQ, respectively
(Fig. 5).

The standard free energy changes of complexation (AG®)
were also calculated from the association constants (KcT) using
the following equation [25]:

AG®° = —2.303 RT log Kct

The free energy changes were found to be —3.6, —4.3, —4.1 and
—4.25kImol~! for TFEN complexes with p-CLA, DDQ, TCNE
and TCNQ, respectively.

0.025
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3
5 0015 4
<
= TCNE
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0.000 T T T T T T
0 1 2 3 4 s [
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Fig. 5. Benesi—-Hildebrand plots for determining the association constants of
TFN CT complexes.

3.3. Flow injection variables

For the development of a new indicator reaction for practical
applications in FIA measurements, attention should be paid to
the reaction time to be short as possible to increase the sam-
pling output and simplify the flow system. Though the reaction
of TCNQ and TCNE with TFN gave CT complexes with higher
molar absorptivities (see Fig. 2), these reagents were not suit-
able for FIA measurements as the reaction time was very long
(20 min) which will require a very long reaction column and
decrease the sampling output. On the other hand, DDQ and
p-CLA spontaneously react with TFN to produce colored CT
complexes which can be easily applied in FIA measurement.

The FIA conditions such as reagent concentration, flow rate,
sample volume and the length of reaction coil were optimized in
order to achieve the highest sensitivity. With injection of 60 g
TFN in the flow system, the concentration of either DDQ or p-
CLA was changed from 1 to 8 mgmL~! and 5SmgmL~" was
selected as it gave the highest sensitivity and stable baseline.

The dependency of the peak height and residence time (time
to recover the base line) on the flow rate was studied by applying
different flow rates (0.66-6.6 mL min—'). The flow rates of 3.3
and 2.2 mL min~"! (for reagent and carrier streams, respectively)
were selected as the slower flow rate gave broad peaks with
long tail while the faster one depressed the peak height (Fig. 6).
An increase in the injection volume from 5 to 200 pl improved
the peak height, though the sampling frequency decreased and
the volume of 50 wLL was chosen as a compromise between the
sensitivity and the sampling frequency.

The length of the reaction coil was changed from 5 to 30 cm;
increasing of the coil length will reduce both the peak height
and sharpness, which may be attributed from the dispersion of
the produced colored complex. For the sake of high sensitivity
and sampling frequency, a 5-cm reaction coil was employed.
Typical FIA responses for the determination of TFN are shown
in Fig. 7, the peaks were very sharp for all samples and the peak
height was dependant on TFN injected. At these conditions,
the reaction time was 60s (from injection of the sample till
measuring the absorbance of the colored complex in the flow
cell) and the cycle run was 90 s, so more than 40 injections h!
can be measured.

6.6

0.12

0.08

0.04

L::
. . . . ul
0 200 400 600 800 1000

Time, Sec

Fig. 6. Effect of the flow rate on the peak height and width of TFN-p-CLA
complex.
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Fig. 7. Spectrophotometric flow injection determination of TEN using p-CLA
and DDQ acceptors.

3.4. Validity of Beer’s law

After selection of the suitable reaction conditions described
above, calibration graphs were constructed for the investigated
drug applying the four different reagents under either batch or
FIA conditions (Fig. 8). The molar absorptivity (¢), Sandell sen-
sitivity (S) and regression equation for each reagent were listed in
Table 1. Beer’s law was obeyed over the concentration ranges of
24-240, 12-168, 3-72, and 3-96 pgmL~! for p-CLA, DDQ,
TCNQ and TCNE, respectively, with correlation coefficients
0.9979, 0.9997, 0.9999 and 0.9974 under the batch condition for
the reagents with the same order. Calibration graphs under FIA
conditions were obeyed in the concentration ranges 24-240 and
2.4-120 pg for p-CLA and DDQ with correlation coefficients
of 0.9985 and 0.9990, respectively. The detection limits of the
method were calculated as (C; =3.30/s, where Cj is the limit of
detection, o is the S.D. of the intercept, and s the slope of the stan-
dard curve) and found to be 0.3, 0.4, 2.6 and 12.3 pg mL~for
TCNQ, TCNE, DDQ and p-CLA under the batch measurement

~ DDQ

200 250
TFN, ug

Fig. 8. Spectrophotometric determination of TFN applying different -
acceptors under the batch and FIA conditions.

while the corresponding values under the FIA conditions were
0.8 and 2.7 g of TEN using DDQ and p-CLA, respectively.

The CT complex of TFN with TCNQ shows the highest molar
absorptivity (e=10.40 x 10> Lmol~! cm™!) with the smallest
value of Sandell sensitivity (0.002) which indicates the high
sensitivity of the proposed method in the determination of the
drug under investigation. One can conclude that under the batch
measurement, TCNQ is the most sensitive while DDQ is the
most suitable for FIA measurements.

3.5. Between-day measurement

In order to prove the validity and applicability of the pro-
posed method and the reproducibility of the results mentioned,
four replicate experiments at different TFN concentrations were
carried out using the four different reagents. Table 2 shows the
values of between-day relative standard deviations for differ-
ent concentrations of TFN from experiments carried out over a
period of 4 days. It was found that the relative standard devia-
tions were around 1% which indicates the high reproducibility
of the method. The low R.S.D. values obtained with the FIA

Table 1
Characteristic parameters for the complexation of TFN with different r-acceptors
Item p-CLA DDQ TCNQ TCNE
Batch FIA Batch FIA
Amax (nm) 520 458 412 842
Beer’s law limits (g mL™!) 24-240 24-240 12-168 2.4-120 3-72 3-96
Molar absorptivity (L mol~' cm™) 1.26 x 103 430 x 103 10.40 x 103 7.01 x 103
Sandell sensitivity (ug cm™2) 0.017 0.005 0.002 0.003
Detection limit (ug mL~") 12.3 2.7 2.6 0.8 0.3 0.4
Stability constant (L mol~!) 0.44 x 103 143 x 103 1.31 x 10° 0.98 x 103
Reaction time (min) Spontaneous 40Sh™! Spontaneous 40Sh~! 20 min 20 min
Color stability (min) 90 60 150 120
Regression equation®
Slope (b) 0.00268 0.00343 0.00972 0.01418 0.02134 0.01445
Intercept (a) —0.00626 —0.00746 —0.01925 0.00104 —0.00108 —0.01794
S.D. of slope (Sp) 8.7x 107 2.0x 107 1.1x107* 3.1x107* 1.3x107* 47 %1074
S.D. of intercept (S,) 1.1 x 1072 3.1x 1073 8.4 %1073 3.8x 1073 22 %1073 2.0x 1073
Correlation coefficient 0.9979 0.9985 0.9997 0.9990 0.9999 0.9974

¥ A=a+bC, where A is the absorbance of the CT complex and C is the concentration of TFN in p.g.
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Table 2
Between-day precision of the determination of TFN using different m-acceptors
m-Acceptor Taken (g mL~1) Found (g mL~h) Percentage recovery (%) S.D.2 R.S.D.2
p-CLA
Batch 120 121.8 101.5 0.33 0.27
FIA 119.6 99.6 0.19 0.16
DDQ
Batch 60 59.5 99.1 0.38 0.64
FIA 60.2 100.3 0.26 0.42
TCNE 24 23.7 98.8 0.42 1.78
TCNQ 12 11.8 98.3 0.13 1.10
? Means and relative standard deviations (R.S.D.) for four experiments carried out on 4 different days.
Table 3
Spectrophotometric determination of TFN in different pharmaceutical dosage using different m acceptors
Drug
Taken (pg) Histadine Terfine
Found (p.g) Recovery (%) R.S.D.2 Found (pg) Recovery (%) R.S.D.2
p-CLA
Batch 164 158.7 96.8 0.54 160.3 97.7 0.84
FIA 159.4 97.2 0.37 162.0 98.7 0.53
DDQ
Batch 7 70.7 97.9 0.87 712 98.8 1.15
FIA 71.5 99.3 0.35 71.8 99.7 0.47
TCNE 48 474 98.8 0.89 46.5 96.9 1.59
TCNQ 24 23.1 96.3 1.84 23.0 95.8 1.70
Official method 500 479.0 95.8 2.57 486.6 97.4 2.33

4 Average of five determination.

method compared with the batch method also indicate the high
reproducibility of the FIA technique over the batch method.

3.6. Spectrophotometric determination of TFN in
pharmaceutical preparations

The obtained high-intensity absorption bands and the very
low reagent background make these procedures suitable for the
routine quality control analysis of the investigated drug. It was
found that the proposed method can be applied for the deter-
mination of TFN in the two pharmaceutical formulations under
investigation without any analytical problems due to the tablet
fillers usually present in pharmaceutical preparations such as
glucose, lactose and starch. The results given in Table 3 reveal
that the average recoveries were in the range 95.8-99.7% reflect-
ing the high accuracy and precision of the proposed method as
indicated by low values of R.S.D. comparing with the official
method [21]. Further study will be carried out for the applica-
tion of the proposed method in the stability assay of TFN which
undergoes microbial oxidative degradation producing different
products [26].

4. Conclusion

This paper demonstrated that CT reactions can be utilized as a
useful method for the spectrophotometric determination of terfe-

nadine under both the batch and FIA conditions. Rapid and stable
formation of the colored complexes with no need for extraction
process is advantages of the developed method over the previ-
ously reported spectrophotometric method. The reported official
method required high concentration of the drug to permit the
titration process compared with the suggested methods which
applied successfully for microgram levels without interference
of excipients. Under the batch conditions, TCNQ showed the
highest sensitivity, while DDQ is the most suitable reagent for
the FIA conditions. The FIA technique has many advantages
of permitting the simple, accurate and precise determination
of TFN in pure and dosage formulations with average recov-
eries agreed with that of the official methods with the ability of
analysis more than 40 sample h~—!.

References

[1] V.K. Kulshrestha, P.P. Gupta, P. Turner, J. Wadsworth, Br. J. Clin. Pharma-
col. 6 (1978) 25.

[2] S. Emara, A. El-Gindy, K. Mesbah, G.M. Hadad, J. AOAC Int. 90 (2007)
384.

[3] Y.Y. Lau, P.H. Anderson, R. Talaat, J. Liq. Chromatogr. Relat. Technol. 19
(1996) 2669.

[4] M.A. Martinez-Gomez, M.M. Carril-Aviles, S. Sagrado, R.M. Villanueva-
Camana, M.J. Medina-Hernandez, J. Chromatogr. A 1147 (2007) 261.

[5] M. Ghoneim, R. Issa, A. Tawfik, J. Pharm. Biomed. Anal. 26 (2001) 593.

[6] K. Terada, Y. Takada, Y. Yoshihashi, E. Yonemochi, Funtai Kogaku Kaishi
42 (2005) 632.



1174 E. Khaled / Talanta 75 (2008) 1167-1174

[7] K. Masuda, Pharm. Tech. Jpn. 23 (2007) 1295.
[8] A.A. Al-Majed, J. Al-Zehouri, F. Belal, J. Pharm. Biomed. Anal. 23 (2000)
281.
[9] M. Ayad, H. Saleh, M. El-Maamli, M. El-Bolkiny, M. El-Henawee, Anal.
Lett. 26 (1993) 913.
[10] A.S. Amin, Y.M. Issa, Mikrochim. Acta 130 (1999) 173.
[11] K.Kelani, L.I. Bebawy, L. Abdel-Fattah, J. Pharm. Biomed. Anal. 18 (1999)
985.
[12] A.A.Badwan, A. Abu-Malooh, L. Owais, M.S. Salem, H. Al-Kaysi, Anal.
Lett. 24 (1991) 217.
[13] R.S. Mulliken, J. Am. Chem. Soc. 72 (1950) 600.
[14] R. Foster, Organic Charge-Transfer Complexes, Academic Press, New
York, 1969.
[15] M. Krishnamurthy, U. Muralikrishna, Indian Drugs 22 (1985) 171.
[16] M.S. Luo, Yaowu Fenxi Zazhi 15 (1995) 52.

[17] M.E. Abdel-Hamid, M.A. Abuirjeie, Talanta 35 (1988) 242.

[18] M.M. Abdel-Khalek, Bull. Fac. Pharm. (Cairo Univ.) 31 (1993) 45.

[19] J. Ruzicka, E.H. Hansen, Flow Injection Analysis, 2nd ed., Wiley, New
York, 1988.

[20] B. Uno, K. Nakajima, S. Kawai, Bull. Chem. Soc. Jpn. 64 (1991) 2613.

[21] K. Florey, Analytical Profiles of Drug Substances, vol. 19, Academic Press,
New York, 1990, p. 627.

[22] N. Rahman, Md.N. Hoda, J. Pharm. Biomed. Anal. 31 (2003) 381.

[23] Vogel’s, Textbook of Practical Organic Chemistry, Sth ed., Longman Group
UK Ltd., England, 1989, pp. 1442-1444.

[24] H.A. Benesi, J. Hidelbrand, J. Am. Chem. Soc. 71 (1949) 2703.

[25] A.N.Martin, J. Swarbrick, A. Cammarata, Physical Pharmacy, 3rd ed., Lee
and Febiger, Philadelphia, PA, 1969, p. 344.

[26] C. Mazier, M. Jaouen, M. Sari, D. Buisson, Bioorg. Med. Chem. Lett. 14
(2004) 5423.



Available online at www.sciencedirect.com

ScienceDirect

Talanta

ELSEVIER

Talanta 75 (2008) 1245-1252

www.elsevier.com/locate/talanta

Determination of tetracyclines residues in honey by on-line solid-phase
extraction high-performance liquid chromatography

Jiantao Li?, Ligang Chen?, Xiao Wang ab Haiyan Jin?,
Lan Ding®*, Kun Zhang?, Hanqi Zhang?
2 College of Chemistry, Jilin University, 2699 Qianjin Street, Changchun 130012, PR China
b Jilin Province Product Quality Supervision Test Institute, 20 Weixing Road, Changchun 130022, PR China

Received 23 October 2007; received in revised form 14 January 2008; accepted 15 January 2008
Available online 20 January 2008

Abstract

An automated system using on-line solid-phase extraction (SPE) high-performance liquid chromatography (HPLC) with ultraviolet (UV)
detection was developed for the determination of tetracyclines (TCs), such as tetracycline (TC), oxytetracycline (OTC), chlortetracycline (CTC),
metacycline (MC), and doxycycline (DC) in honey. One milliliter diluted honey sample was injected into a conditioned C18 SPE column and the
matrix was washed out with water for 3 min. By rotation of the switching valve, TCs were eluted and transferred to the analytical column by the
chromatographic mobile phase. Chromatographic conditions were optimized. TCs were separated in less than 8 min with a gradient elution using
a mixture of 0.8% formic acid and acetonitrile. The UV detection was performed at 365 nm. The conditions for on-line SPE, including solvent
and total time for loading sample and washing matrix were also optimized. Time for extraction and separation decreased greatly. For the five
kinds of TCs, the limits of detection (LODs) at a signal-to-noise of 3 ranged from 5 to 12 ng g~!. The relative standard deviations (R.S.D.) for the

determination of TCs ranged from 3.4 to 7.1% within a day and ranged from 3.2 to 8.9% in 3 days, respectively.

© 2008 Elsevier B.V. All rights reserved.

Keywords: On-line solid-phase extraction; HPLC; Honey; Tetracyclines

1. Introduction

Honey is a natural and wholesome product consumed by
many people around the world. The addition of additives and
preservatives is not allowed for honey [1]. A persistent prob-
lem for beekeepers is American and European foulbrood (AFB
and EFB) disease of honeybees [2—4], caused by Paenibacillus
larvae and Melissococcus pluton. For treating these infec-
tions, antibiotics belonging to the sulfonamide, tetracycline (TC)
and amphenicol classes are often used. Moreover, tetracyclines
(TCs) can be added directly to plants in the orchard environ-
ment during blossom. The contamination of the blossom with
high concentrations of antibiotic implies the risk of a carry-over
of residues into honey [5]. Hence, these antibiotics, especially
TCs, persist as contaminants in honey and determination of these
drugs in honey samples is considerably important.

* Corresponding author. Tel.: +86 431 85168399; fax: +86 431 85112355.
E-mail address: dinglan@jlu.edu.cn (L. Ding).

0039-9140/$ — see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.01.027

TCs have a broad range of activity against gram-positive and
gram-negative bacteria [6,7]. The basic structure of TCs con-
sists of a hydronaphthacene framework containing four fused
rings (Fig. 1) [8,9]. Because of their possible toxic or allergic
reactions and the possibility that pathogenic organisms could
become resistant to these drugs [10-12], much attention has
paid to the TCs, recently.

Some countries do not have fixed maximum residue limits
(MRLs) for honey because TCs are illegal for use with bees
at any level. While some other countries make action limits in
order to make the situation clearer. In Belgium, the action limit
for the group of tetracycline was preliminarily set at 50ng g~!.
Since July 1, 2002, this value has been fixed at 20ngg~".
France applies a nonconformity limits for tetracycline in honey
of 15ng g™, the reporting limit in Great Britain is 50ngg~",
while the tolerance levels in Switzerland are 20 ng g~ '[13].

TCs have been successfully determined [2-7,14-21]. The
most popular method for determination of TCs in honey
was high-performance liquid chromatography (HPLC) in the
reverse-phase mode, with different detection modes, such as
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Fig. 1. The structures of tetracycline, oxytetracycline, metacycline, doxycycline and chlortetracycline.

fluorescence [3], chemiluminescence [5], ultraviolet [7] and
mass spectrometry [8,15,16]. In these studies, sample prepa-
ration was performed by off-line solid-phase extraction (SPE)
with sorbets of C18 [4,18], XAD-2 resin [5,14], DSC-phenyl [7]
or Oasis HLB [2,3]. However, these methods involve tedious
and laborious pre-treatment steps before the determination of
TCs, such as the evaporation of the eluent from SPE in con-
centration procedure. Long et al. observed a loss near 80% in
TC, oxytetracycline (OTC) and chlortetracycline (CTC) during
solvent removal, performed in glass tubes. Careful consider-
ation should be given before employing evaporation during
method development [22]. It is the current trend to empha-
size automation techniques that couple the sample pre-treatment
using solid-phase extraction and the liquid chromatography sep-
aration on-line.

HPLC coupled with on-line solid-phase extraction (SPE) has
been used in recent years [23-27]. The coupling technique offers
several advantages, including reducing time and solvent volumes
used, and many of the problems associated with more traditional
approaches can be avoided. However, few on-line methods have
been published for the determination of TCs in honey [28].

This study presents an efficient on-line technique by coupling
SPE with HPLC for determination of five TCs in honey. The five
TCs are TC, OTC, CTC, metacycline (MC), and doxycycline
(DC), which are commonly used as veterinary medicines and
feed additives [5]. The method allows sample extraction and the

subsequent analysis take place in a closed, automated system.
The time is shortened in this way. The reliability and repeatabil-
ity of the analysis method are improved, and the risks of sample
loss and contamination are decreased as well.

2. Experimental
2.1. Instruments

An on-line SPE-HPLC system was assembled in our labo-
ratory (Fig. 2). In the system, an Agilent 1100 two-dimensional
liquid chromatograph (Palo Alto, CA, USA) was used, which
was equipped with an automatic 10-port switching valve (valve
1), a 77251 injection valve (valve 2), a quaternary pump (Pump
A), a heated column compartment, a sample loop (1.0mL),
a ultraviolet (UV) detector, a LC workstation and a Waters
Symmetry® C18 reversed-phase column (150 mm x 4.6 mm
i.d., 5pm, Waters, Milford, MA, USA) used as analytical
column. The Pump A was used for the establishment of the
baseline and gradient elution. A guard column packed with
C18 sorbent (4.6 mm x 12.5mm i.d., 5 wm) was used as SPE
column for cleanup and concentration of the analytes. A FI-
2100 peristaltic pump (Pump B, Haiguang, Bingjing, China)
and a P230 high-pressure pump (Pump C, Elite, Dalian, China)
were used for completing injection of analytes and SPE, respec-
tively.
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Fig. 2. The manifold diagram of on-line SPE-HPLC system. (a) Filling, conditioning the SPE column; (b) extraction, washing matrix; (c) separation, determination.

2.2. Reagents

HPLC grade formic acid, methanol and acetonitrile
(ACN) were obtained from Fisher Corporation (Pittsburgh,
PA, USA). All other chemicals used, such as citric acid
monohydrate, ethylenediaminetetraacetic acid disodium salt
dihydrate (NaEDTA) and disodium hydrogenphosphate dihy-
drate (Na,HPO,4) were of analytical grade. High purity water
was obtained from a Milli-Q water system (Millipore, Billerica,

MA, USA). 0.1 molL~! Na,EDTA-Mcllvaine buffer (pH 4.0)
solution was prepared by dissolving 11.8 g of citric acid mono-
hydrate, 13.72 g of NayHPO4, and 33.62 g of Na,EDTA in 1 L
of distilled water [29]. This solution was prepared weekly and
stored in refrigerator until use.

Tetracycline, oxytetracycline, metacycline, doxycycline and
chlortetracycline were purchased from National Institute for the
Control of Pharmaceutical and Biological Products (Beijing,
China). Each individual stock solution (1.0 mg mL™!) was pre-
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pared by dissolving 10 mg standard of TC in 50% methanol
aqueous solution and stored in the refrigerator. A mixed stan-
dard solution of the target compounds was prepared by mixing
the above solutions and diluting with 50% methanol aqueous
solution to obtain analyte concentrations of 5, 10, 25, 50, and
100 pgmL~1,

2.3. Chromatographic conditions

A gradient elution solvent containing 0.8% formic acid and
ACN was applied. The gradient elution was carried out starting
from 5 to 24% ACN in 4 min, held for 2 min, then to 40% ACN in
2 min and held for another 2 min. The flow-rate was 1 mL min~".
The column temperature of 25 °C was maintained. The detection

wavelength was 365 nm.
2.4. Analytical procedure

The honey samples were obtained from Wal-Mart located
in Changchun, China. 5.0 g of the honey sample was accu-
rately weighed and added into 25 mL volumetric flask, and
then 0.1 mol L~! Na,EDTA-Mcllvaine buffer (pH 4.0) was also
added into the volumetric flask. The volumetric flask was shaken
until all the honey dissolved in the buffer. Then the buffer was
added into the mark and the volumetric flask was shaken for
several minutes again. The solution obtained was further filtered
through a 0.45 wm membrane before analysis by HPLC.

As shown in Fig. 2a, Pumps A, B and C were all activated at
the same time. Pump A was used for establishing the baseline
of detector with initial mobile phase (5% ACN). Pumps B and
C were used for the injection of the sample and the condition-
ing of SPE, respectively. When the sample loop (1.0 mL) was
filled with sample completely, the Pump B was stopped. The
SPE column was conditioned by Pump C with 3 mL methanol
and 3 mL. Na,EDTA—Mcllvaine buffer successively at the flow-
rate of 1 mL min~!. After the conditioning of the SPE column,
the valve 1 was turned to the extraction position (Fig. 2b). The
sample in the loop was loaded into SPE column and the matrix
was washed out by 3 mL water at a flow-rate of 1.0 mL min~".
Finally (Fig. 2c), Pump C stopped and valve 2 was turned to the
injection position. The analytes trapped on the SPE column were
eluted into the analytical column by gradient elution. The eluate
was monitored at 365 nm. The TCs were quantified according
to the calibration curve, which was established based on the
standard addition method.

3. Results and discussion
3.1. Optimization of the chromatographic conditions

The method proposed provides a simple and rapid procedure
for the determination of TCs in honey samples. For all TCs, there
are two maximum absorption wavelengths at 274 and 365 nm.
Detection wavelengths of 274 and 365 nm were tested in our
study to monitoring the extract. Though both of them have good
sensitivity, less interfering compounds were observed at 365 nm.
365 nm was selected as the detection wavelength.

Due to the presence of two ketone groups, TCs form chelate
complexes with metal ions and adsorb on the silanol group in a
reversed-phase (RP) column, so that TCs are apt to appear as tail-
ing peaks [9]. In order to avoid forming chelate complexes and
their adsorption on RP columns, RP column chromatography
using mobile phases containing various acids has been reported
[30]. The acid acts as a simple ionization suppression agent to
minimize the occurrence of mixed separation mechanisms. A
most often used acid is formic acid, which is able to effectively
mitigate the effect of residual silanols on the stationary phase,
and perhaps even scavenge residual metals [22]. So, we chose
the formic acid solution as the acidic solution. ACN—formic acid
aqueous solution was confirmed as the combination of mobile
phase. The gradient time-table was adopted from the literature
[31,32], and was further adjusted for adapting to our experiment.
The gradient elution was finally confirmed to carry out starting
from 5 to 24% ACN in 4 min, held for 2 min, then to 40% ACN
in 2 min and held for another 2 min.

TCs can be separated completely using C18 column
(250 mm x 4.6 mm i.d., 5 wm). But, peak tailings of CTC, MC
and DC occurred with this type of column. In order to opti-
mize the separation and get better signal of peaks, a shorter C18
column (150 mm x 4.6 mm i.d., 5 pm) was tested. TCs were
also separated completely. Besides, symmetrical, sharp peaks
without tailings or overlaps were obtained using this shorter
column.

3.2. The optimization of SPE

3.2.1. The choose of sorbent of SPE column

SPE is commonly employed to accomplish cleanup and
concentration simultaneously. Due to their carbon backbone,
aromatic region, and varied functional groups, TCs could the-
oretically be applied to wide range of SPEs [22]. The most
commonly used sorbent is Oasis HLB. For performing on-line
SPE-HPLC, itis important for direct desorption of analytes from
preconcentration column to HPLC column by an eluent optimal
for chromatographic separation. In other words, it is critical that
the sorbent used in the SPE column be identical with the mate-
rial packed in the analytical column to prevent broadening of the
peak [33]. For this reason, C18 sorbent was chosen in this study
because the sorbent of analytical column was C18.

3.2.2. The optimization of condition solvent

Saturated aqueous NapEDTA, water and NaEDTA-
Mcllvaine buffer (pH 4.0) were tested as the condition sol-
vent of the C18 SPE [30] in this study. In this method, the
extraction and cleanup are on-line (Fig. 2). When the satu-
rated aqueous NaEDTA was used as condition solvent, the
system, including valves and transition lines, was blocked after
few samples were analyzed. When water was used as condi-
tion solvent, the recoveries of the analytes were decreased. It
is because TCs adsorb onto silanols and form complexes with
metal residues [22,30]. When Na,EDTA-Mcllvaine buffer (pH
4.0) was used, the system operated smoothly and satisfactory
recoveries with good reproducibility were obtained. Another
advantage was that the condition solvent was same to the extrac-
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Fig. 3. The effect of washing time on the recoveries of TCs from honey samples.

tion solvent. So, before the Na,EDTA-Mcllvaine buffer (pH
4.0) containing TCs was injected into the SPE column, the
column has been in an equilibrium state with the buffer. The
equilibrium state was suitable for the adsorption of TCs. There-
fore, NapEDTA-Mcllvaine buffer (pH 4.0) was adopted as the
condition solvent.

3.2.3. The optimization of time for loading sample and
washing matrix

The washing time must be optimized for washing the matrix
out and not washing the adsorbed analytes on the SPE column.
The procedures of loading sample and washing matrix were suc-
cessive and both of the solvents used were water in this study.
Therefore, total time for loading sample and washing matrix was
optimized. The total time in the range of 2.0-5.0 min was inves-
tigated when the washing flow-rate was fixed at 1.0 mL min~'.
When the time was longer than 3.5 min, the recoveries of TCs
decreased (Fig. 3), because the TCs were washed away by the
excess washing solvent. When the time was less than 3.0 min,
more co-extracted matter retained on the SPE column. Total time
of 3 min was chosen in the study.

3.3. Method validation

The method was validated by evaluation of the following
parameters: specificity, calibration curve, sensitivity and intra-
day and inter-day precisions.

3.3.1. Specificity

The components of honey are very complex. Except the
basal components such as glucose and fructose which con-
tributed about 75% of the total, there are other organic
constituents including di/tri/oligo saccharides, aliphatic acids,
vitamins, amino acids and proteins [16]. So not only the
TCs but also some other components were extracted out
during sample preparation. In order to prevent misidentifi-
cation of analytes, relative retention time was checked for

all TCs. Additionally, typical chromatograms of blank honey
sample and that of spiked sample were compared to confirm
the specificity (Fig. 4). There were no interfering com-
pounds observed in the retention time of TC, OTC, MC
and DC. Although a small interfering peak was observed for
CTC, it has no significant influence for the determination of
CTC.

3.3.2. Calibration curve

Calibration curves were established based on the standard
addition method. After the sample was weighed, 50 L of dif-
ferent concentrations of mixed standard solution was spiked
into the blank honey sample to prepare spiked samples at con-
centration of 50, 100, 250, 500 and 1000ng g~ !, respectively.
Calibration curves were obtained using the least squares regres-
sion procedure by plotting the peak-areas of the studied analytes
versus their theoretical concentrations. All five standard curves
were obtained (Table 1). The linearity for TCs, in the concen-
tration range of 50-1000ngg~!, was good, as shown by the
fact that the determination of the correlation coefficients (r)
is above 0.9930. The results showed that a good correlation
exists between the peak-areas (Y) and the concentration (X) of
TCs.
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Fig.4. Chromatograms of TCs with UV detection at 365 nm. TCs were separated
using a gradient elution mode with a mixture of 0.8% formic acid and ACN.
(A) Spiked honey sample containing 250 ng g~! of each TCs. (B) Blank honey
sample. The peaks correspond to: 1, OTC (tr =5.5 min); 2, TC (g =5.8 min);
3, CTC (tr =7.0 min); 4, MC (tr =7.4 min) and 5, DC (fg =7.8 min).
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Performance of the proposed LC method for the determination of TCs in honey matrix

Tetracycline Regression equation Correlation coefficient LOD (ngg™!) LOQ (ngg™h) Linearity (ngg™")
OoTC Y=0.155X+0.603 0.9981 12 40 50-1000
TC Y=0.204X +0.532 0.9937 8 27 50-1000
CTC Y=0.127X+0.423 0.9997 10 33 50-1000
MC Y=0.111X—-0.180 0.9941 5 17 50-1000
DC Y=0.157X —0.348 0.9984 7 23 50-1000

3.3.3. Limits of detection (LODs) and limits of quantitation
(LOQs)

The limits of detection (LODs) were determined by analyz-
ing blank honey samples (Fig. 4B) at levels that provided signals
at three times above the background noises. In a similar way, the
limits of quantitation (LOQs) were identified at signal to noise
ratios equaled to 10. LOD and LOQ were considered as the ana-
lyte minimum concentrations that can be confidently identified
and quantified by the method, respectively. The LODs and LOQs
obtained are in the range of 5-12ngg~! and 17-40ngg~! for
oxytetracycline, tetracycline, chlortetracycline, metacycline and
doxycycline (Table 1). It was sensitive enough to support this
evaluation.

3.3.4. Precision

Precision was evaluated by measuring intra- and inter-day rel-
ative standard deviations (R.S.D.s). The intra-day precision was
performed by analyzing spiked samples six times in 1 day at three
different concentrations of 80, 250 and 800 ng g~!. The inter-day
precision was performed over 6 days by analyzing spiked sam-
ples at three different concentrations of 80, 250 and 800ng g~ !.
The results obtained were shown in Table 2. The R.S.D. of intra-
day ranged from 3.4 to 7.1%. The inter-day R.S.D. ranged from
3.2 to 8.9% in 6 days. The precision of the proposed method
were satisfactory.

Table 2
Within- and between-day precisions and recoveries of the assays (n=6)

3.4. Application to real samples

Eight honey samples from different origins were purchased to
evaluate the applicability of the present method. No contamina-
tion of TCs residues at detectable levels was found in the honey
samples. If the positive samples can be obtained, the TCs in
them could be detected using this method. The recovery study
was then carried out by spiking honey samples with the TC
standards at levels of 80, 250 and 800 ng g’l. The recoveries
(mean £ S.D.) (n=3), for the different TCs in the honey sam-
ples, were listed in Table 3. The recoveries from 84.2 £6.4 to
120.6 £ 4.3% were obtained for the five compounds. Therefore,
the proposed method was applicable for the determination of
TCs residues in honey.

3.5. Comparison of on-line SPE-HPLC method with
existing reports

Several analytical methods for the determination of TCs have
been published. In their studies, the sample preparation step was
complicated. Vifias et al. developed a method for the determi-
nation of six TCs [7]. The mean recoveries of TCs in different
honey samples are in the range of 92.1-96.1%. LODs are in
the range of 15-30ng g~!. Pena et al. applied HPLC with fluo-
rescence detection to determine TC and OTC in honey samples

Analyties Theoretical Within-day Between-day
concentration
(ngg™)
Concentration found R.S.D. (%) Recovery (%) Concentration found R.S.D. (%) Recovery (%)
(mean £+ S.D.) (mean +S.D.)
(ngg™h (ngg™")
80 70 + 3.7 53 87.5 72.3 £ 4.5 6.2 90.4
OTC 250 226.2 + 12.7 5.6 90.5 228.3 + 16.2 7.1 91.3
800 703.2 £+ 24.6 34 90.4 726.4 + 39.2 54 90.8
80 70.9 £+ 4.7 6.6 88.6 719 £ 5.2 7.2 89.9
TC 250 2232 + 9.6 4.3 89.3 221 £ 10.2 4.6 88.4
800 728.8 + 29.9 4.1 91.1 740.8 + 23.7 32 92.6
80 70.1 £ 5.0 7.1 87.6 70.88 + 4.8 6.8 88.6
CTC 250 2242 + 11.2 5.0 89.7 226.2 £+ 13.6 6.0 90.5
800 722.4 + 32.5 4.5 90.3 731.2 + 38.8 5.3 91.4
80 76.1 £ 5.1 6.7 95.1 79.4 £ 6.0 7.5 99.2
MC 250 268.2 + 14.0 5.2 107.3 283.8 £ 19.6 6.9 113.5
800 1000 + 48.0 4.8 125.0 972.8 £ 54.5 8.9 121.6
80 724 + 33 4.6 90.5 71.8 + 3.7 52 89.7
DC 250 2335+ 114 4.9 93.4 232.0 + 14.6 6.3 92.8
800 766.4 + 29.1 3.8 95.8 781.6 + 38.3 4.9 97.7
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3)

TC (ngg™")

Recoveries of TCs in honey samples (%, mean £+ S.D.) (n

DTC (ngg~ 1)

MTC (ngg~")

CTC (ngg™")

OTC (ngg™")

800

250

80

800

250

80

800

250

80

800

250

80

800

250

80

98.6 + 3.9
973 £5.6
90.6 + 6.8
94.6 +£ 4.0
95.6 +£ 3.9
958 £ 4.5
89.6 + 6.2
96.4 £ 5.7

95.6 + 5.6
90.5 + 3.4
942 £ 4.6
924 +49
96.1 + 6.2
94.1 +£59
88.6 + 6.7
93.6 £59

90.5 + 5.6
89.6 + 4.6
884 +59
943 + 6.3
92.1 + 6.8
91.1 £ 5.8

90.5 + 7.1

120.8 + 4.6
110.5 £ 5.1

106.9 + 4.8

1105 £ 59
118.6 £ 6.1

120.6 + 4.3

99.1 £9.5
923 + 6.6

95.6 £ 7.1

89.5 + 4.6
96.5 + 3.6
884 £5.8
88.0 £ 4.6

90.6 + 3.1

91.6 + 5.6
90.3 + 6.7
88.6 = 5.8
89.6 + 4.3
89.5 + 7.8

925 £ 7.1

86.5 + 8.3
853 + 6.8
86.4 + 8.2
889 +74
90.5 £ 6.3
91.0 £ 5.6
88.2 + 5.8
87.6 + 6.9

96.8 + 4.6
89.7 + 4.8

904 £ 5.2

87.6 + 5.8
88.9 + 6.4
90.5 + 4.8
91.5 £ 4.6
928 £5.2
842 + 6.4
869 + 5.9
90.8 + 4.9

86.5 + 6.7
87.6 7.5
89.4 £ 83
90.5 £ 9.7
91.7 £ 5.6
843 + 4.8
89.5+59
894 + 6.4

932 + 38
90.2 + 4.9
89.6 £ 4.6
912 £38
914 + 3.6
89.6 + 5.0
89.4 + 3.7
90.2 + 32

925+ 3.5
913 + 4.6

954 £5.1

90.1 +5.2
884 +43
86.3 + 6.2
89.5 +5.8

95.6 £ 5.6
99.3 + 6.1
1125 £ 6.7
1134 £ 42

106.5 + 5.3

105.0 £ 5.8

92.1 £5.6
96.4 + 8.4

100.8 £+ 7.1

89.0 + 3.5
98.6 + 3.8
913 £ 49
87.6 + 6.1
925 +54

88.6 + 6.2
86.8 + 4.3
89.4 +5.0
90.5 +£ 3.5

89.6 + 4.1

96.8 + 6.7
99.2 + 49
90.5 + 5.0
99.4 + 4.6

93.1 +£49
94.6 + 6.4
925+ 58

1102 £53
90.6 + 6.4

89.7 £ 6.5
86.9 £ 5.3

88.5 + 6.1
89.6 + 7.4

91.6 + 4.2
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[3]. The mean recoveries for OTC and TC were 90 and 93%,
respectively. The LODs were 20 and 21ngg~! for OTC and
TC, respectively. The mean recoveries of TCs in different honey
samples calculated from Table 3 range from 92.1 to 95.3% and
LODs are in the range of 5-12ng g~! in our study. The epimers
of TCs have been studied in some literatures [8,10]. There were,
however, no peaks of epimers of TCs observed in chromatogram
under our experimental conditions. Five TCs were separated in
less than 11 min in our research, which was shorter than those
used in the work of Vifas for separating six TCs (22 min) and
almost the same time in the work of Pena for separating two
TCs (10 min). The off-line SPE was used in those studies which
had to go through a time-consuming and arduous pre-treatment
step. Bo et al. [28] have developed a column switching tech-
nique for the determination of three TCs in honey. In their study,
when the matrix in the pre-column was washed out, the waste
residues passed through the detector. The components of the
waste residues are very complex. So, the detector was apt to
be contaminated in this way. Besides, it is difficult to realized
automatism for them. Whereas, an automatic 10-port switching
valve (valve 1) was used in our study. The waste was discharged
without passing through the detector. The detector was protected
from contamination in this way. The on-line SPE-HPLC system
used in the proposed method was easy and fast, reducing the
reagents consumption and suitable for determination of TCs in
honey.

4. Conclusions

In this paper, we have developed an on-line SPE-HPLC tech-
nique for the analysis of the TCs residues in honey samples.
This method is highly reliable with few interfering peaks and
avoids time-consuming treatment of samples before injection.
Analysis time is greatly shortened in this way. Another advan-
tage of the on-line method is the avoidance of the evaporation
of samples. The TCs are thermo-labile substances. During the
process of evaporation, the formation of epimers, which is a fac-
tor of sample loss, may occur. So the avoidance of the process
improves the recoveries. It is the fundamental work to establish
more convenient and simple method for the determination of
TCs in honey.
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Abstract

Gold nanoparticles in diameter of 10 nm were used to label rabbit anti-human chorionic gonadotrophin (RhCG) antiserum to obtain a resonance
scattering spectral probe (AuRhCG) for human chorionic gonadotrophin (hCG). The immunoreaction between AuRhCG and hCG take place to
form hCG—AuRhCG immunocomplex in pH 5.0 citric acid—-Na,HPO, buffer solution. The immunocomplex solutions were centrifuged to obtain
the supernatant solution. The AuRhCG in the supernatant solution exhibited strong catalytic effect on the particle reaction between Ag* and
hydroquinone to produce gold—silver composite particles in pH 3.4 citric acid-trisodium citrate buffer solution. There is a stronger resonance
scattering (RS) peak at 423 nm for the particles. With the addition of hCG, the AuRhCG in the supernatant solution decreased, and the RS intensity
at 423 nm decreased. The decreased RS intensity Alys,m Was proportional to the concentration of hCG in the range of 2.5-208.3 mIU/mL with a
detection limit of 0.83 mIU/mL. This method has been applied to the determination of hCG in urine samples, with satisfactory results.

© 2008 Elsevier B.V. All rights reserved.

Keywords: Human chorionic gonadotrophin; Immunonanogold-catalytic silver-enhancement; Silver—gold composite particles; Resonance scattering spectral assay

1. Introduction

Gold nanoparticles have novel chemical and physical prop-
erties, high electron density and good biocompatibility [1-4]. It
was applied to analytical chemistry and cytobiology as a good
label for some macromolecules such as immunoglobulins [5],
enzymes [6], lectins [7], and for cells [8]. Recently, the catalytic
effect of immunonanogold on the Ag*-hydroquinone particle
reaction was studied spectrophotometrically and electrochem-
ically, and was utilized to develop some sensitive bioassays
[9-11]. Resonance scattering (RS) analysis is a sensitive and
simple technique [12—17]. To improve their selectivity, specific
immunoreaction was combined with RS detection to assay some
antigen, with good results [18]. It is necessary to enhance the
sensitivity of immune RS assay, using nanocatalysis. However,
there is no report using RS technique as detection to monitor

* Corresponding author. Tel.: +86 773 5846141, fax: +86 773 5846201.
E-mail addresses: zljiang @mailbox.gxnu.edu.cn, zljiang @glite.edu.cn
(Z. Jiang).

0039-9140/$ — see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.01.015

the immunonanogold-Ag(I)-hydroquinone nanocatalytic reac-
tion, and combing RS effect of gold—silver composite particle
and nanogold-labeled immunoreaction.

Human chorionic gonadotrophin (hCG) is an important
hormone that is excreted by embryo and trophoblast. The
secretion of hCG is proportional to the amount of trophoblast
cells, so hCG assay is an important diagnostic target of
all pregnancy tests and trophoblastic diseases such as chori-
ocarcinoma, invasive and non-invasive hydatidiform moles
[19,20]. At present, several methods for hCG have been
reported, including radioimmunoassay [21,22], electrochemi-
cal immunoassays [23-26], chemiluminescence immunoassay
[27,28], fluorescence immunoassays [29,30], and colloidal
gold-labeled spectrophotometry [31]. The radioimmunoassay
with isotope '*I-labeled anti-hCG was often used to assay
hCG. However, its incubation lasts for a long time [21],
while there were several disadvantages such as the narrow
measuring range, poor sensitivity and the specially equipped
laboratories [22]. A 0-2000 mIU/mL hCG was detected by an
electrochemical immunoassay, but its assay course was also
long [23]. Lately, a label-free electrochemical detection was
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reported, with a detection limit of about 20 mIU/mL hCG in
human urine [24]. Horseradish peroxidase-labeled hCG anti-
serum and nanogold were used to fabricate an immunosensor
for hCG, with a measuring range of 0.5-30.0 mIU/mL and
a detection limit of 0.3 mIU/mL [26]. A micro-plate mag-
netic chemiluminescence enzyme immunoassay was based on
alkaline phosphatase (ALP)-labeled anti-hCG for the determi-
nation of 0.15-500 mIU/mL hCG, its sensitivity was 13 times
higher than that of the spectrophotometry. However, it also
spent a comparatively long time to accelerate the incubation
[28]. A fluorescence immunoassay with fuorescein isothio-
cyanate (FITC) label was used to determine 25—-1500 mIU/mL
hCG, but the regeneration of the capillary column was time-
consuming and affected the activity of the antibody easily
[29]. Europium and Samarium chelates were also used for
label, 0.007-0.525 pg/mL hCG was detected by time-resolved
fluorometry, but the shortage is time-consuming [30]. Col-
loidal gold particles coated with rabbit anti-hCG were used
in a spectrophotometric sandwich assay for the determina-
tion of 30-250 mIU/mL hCG [31]. However, the sensitivity
is not high. Here, a sensitive and selective immunonangold-
catalytic RS assay for hCG was proposed, coupling the catalytic
effect of immunonanogold on the reaction between Ag(I) and
hydroquinone, and the RS effect of silver—gold composite
nanoparticles.

2. Experimental
2.1. Reagents and apparatus

HAuCly; was obtained from the National Pharmaceu-
tical Group Chemical Reagents Company and diluted to
1.0%. A 1000IU/mL hCG purified was purchased from
Lizhu Company. A 9.0mg/mL Rabbit anti-human chori-
onic gonadotrophin (RhCG) purified by (NH4);SOs4 was
purchased from Zhongke Shenglongda Biological Reagents
Limited Company and diluted to 0.45mg/mL as labeling
solution. A 0.2mol/LL NaH,PO,4 and 0.1 mol/L citrate acid
were used to prepare pH 3.8-7.2 buffer according to a cer-
tain volume ratio. A 0.1 mol/L trisodium citrate and citrate
acid were used to prepare pH 3.0-6.6 buffer. A 0.1 mol/L
HCI, 0.1 mol/L K;CO3, 10.0% KCI and 1.0% trisodium cit-
rate were also used. 1.1 mg/mL silver acetate (AgAc) and
10.0 mg/mL hydroquinone were prepared freshly. All reagents
were of analytical grade and doubly distilled water was
used.

A Cary Eclipse Spectrofluorometer (Varian) and RF-540
Spectrofluorometer (Shimadzu) were used to record the RS
Spectrum and measure the RS intensity. A H-600 transmission
electron microscope (TEM) (Electronic Stock Limited Com-
pany) was used to observe the appearance of gold and gold—silver
composite nanoparticles. A 79-1 magnetic heat beater (Zhongda
Instrumental Plant), a SK8200LH ultrasonic reactor (Kedao
Ultrasonic Instrument Limited Company), a YGL-16G centrifu-
gal machine (Anting Science Instrumental Plant) and a SYZ-550
Quartz Sub-boiling machine (Jingbo Instrument plant) were also
used.

2.2. Preparation and identification of gold nanoparticles

Gold nanoparticles were prepared by the improved trisodium
citrate-reduced procedure as follows [32]. 250 mL of double dis-
tilled water and 15.0 mL of 1.0% trisodium citrate were added
in a conical flask and boiled for 5 min, and then 2.50 mL of
1.0% HAuCly solution was added into boiling solution while
stirring. The mixed solution was boiling for anther 15 min,
cooled, diluted to 250 mL and stored. Three methods iden-
tify the suitable gold nanoparticles for our work. First, the
diameter and the appearance of gold particles were observed
by transmission electron microscope. An average diameter
was controlled less than 10nm, the distribution and diame-
ter should be homogeneous. Second, Anax Was controlled at
about 516 nm [33]. Third, the RS intensity at 580 nm (/580 nm)
increased with the diameter of gold nanoparticles, the inten-
sity of 19.3 wg/mL colloidal gold solution was controlled at
7.0£2.

2.3. Preparation of immunogold probe

The labeling pH was adjusted and tested by RS method. The
successful conjugation of colloidal gold and RhCG depends on
pH condition. We tested the effect of different pH on conjugation
by RS method. We adjusted 1.0 mL of 57.96 pwg/mL colloidal
gold solutions to different pH by adding 0.10 mol/L K>,COj3
or 0.10 mol/L. HCI, and then 20 p.L of 0.45 mg/mL RhCG was
added respectively. After 5 min, 0.10 mL of 10% KCI solution
was added. Two hours later, the solution was diluted to 3.0 mL
and Isgpnm Was determined. When the pH is less than 5.5, I530 nm
enhanced since colloidal gold solution aggregated. When the pH
is more than 5.5, gold nanoparticles were not aggregate by KCl
solution. The intensity lowered and stabilized. A pH 6.5 was
chosen in this assay.

The amount of RhCG was selected. We adjusted 1.0 mL of
colloidal gold solution to pH 6.5 by adding about 15.0 p.LL of
0.1 mol/L K;COs3, and different volumes (0, 5.0, 10.0, 15.0, 20.0,
25.0, 30.0, 35.0, 40.0, 45.0 and 50.0 pL) of RhCG were added
respectively. Five minutes later, we added 0.10 mL of 10.0%
KCl solution, mixed well and stored for 2 h, and then diluted
it to 3.0 mL, respectively. Isgonm Wwas recorded. The results
showed stronger RS intensities for the tubes with 0-10.0 L
of RhCG than those in the tubes with 15.0-50.0 pLL of it. To
ensure the accurate labeling amount, we chose 10.0, 15.0 and
20.0 L of RhCG for labeling, respectively. We used 10.0 uL
of RhCG as the minimum amount, the gold nanoparticles were
not coated by RhCG completely, the blank signals were strong.
For the 15.0 uL of RhCG, we obtained a good working curve
between the RS intensities and the concentration of hCG. For
the 20.0 wL of RhCG, redundant antiserum left, the linear rela-
tion became bad or disappeared. A 15.0 nL of RhCG as the
minimum use level was chosen to stabilize 1.0 mL of colloidal
gold.

The AuRhCG was prepared. A 100mL of colloidal gold
solution was adjusted to pH 6.5. During the magnetic stirring,
1.50 mL. of RhCG was added slowly, and stirred for 10 min.
Then we added 1.63 mL of 3.0% PEG20000 as stabilizer and
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Experimental procedure
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Fig. 1. Resonance scattering spectral detection principle.

kept its last concentration at 0.05%. Later, the solution contain-
ing 6.45 pg/mL. AuRhCG was stirred for another 30 min and
stored at 4 °C. The results of unpurified AuRhCG were consis-
tent with those for purified AuRhCG. We used the unpurified
AuRhCG.

2.4. Procedure

A 1.0mL of pH 5.0 citrate acid—NapHPOy4 buffer, 1.0 mL
of 6.45 wg/mL AuRhCG, certain quantity of hCG were succes-
sively added, diluted to 3.0 mL, mixed thoroughly and incubated
in a ultrasonic reactor (59 kHz) for 20 min at 20 °C. And then the
immunonanogold complex solution was centrifuged for 40 min
at the speed of 13,000 rpm, certain volume of the supernatant
solution was taken out and stored.

In a 10-mL mark tubes, 0.60mL of pH 3.4 trisodium
citrate—citrate acid buffer, 1.0 mL of the supernatant, 60.0 L
of 1.1 mg/mL silver acetate were orderly added, mixed thor-
oughly and reacted in a ultrasonic reactor (59 kHz) for 10 min at
28 °C. Later, 40.0 p.L of 10.0 mg/mL hydroquinone was added
and irradiated for 5min at 28 °C, and then diluted to 3.0 mL.
Working voltage of 400V, the excited slit and emission slit of
5Snm were chosen, the synchronous scattering spectrum was
recorded by means of the synchronous scanning under the condi-
tion of the excited wavelength A¢x and emission wavelength Aep
(Aex—Aem = AA=0), the 1473 nm and (1423 nm)p Of the blank were
measured. Then, Al43nm = (1423 nm)b—1423 nm Was calculated.

3. Results and discussion

Under the suitable conditions, the hCG-AuRhCG immuno-
complex can be removed by centrifuging, as shown in Fig. 1.
The free AuRhCG in supernatant solution strongly catalyzed the
reduction of Ag* to Ag on the surface of the immunonanogold
to produce gold—silver composite nanoparticles in big size.
The composite nanoparticles exhibited a stronger RS peak at
423 nm. The left amount of AuRhCG in the supernatant solu-
tion decreased, their catalyzing effect diminished and the RS
intensity at 423 nm decreased with hCG quantity increasing.
The decreased RS intensity at 423 nm Al423 ny Was linear to the
hCG concentration.

3.1. Transmission electron microscope

Fig. 2 shows transmission electron microscope images of
hCG immunonanogold complex and silver—gold composite
nanoparticles. An average diameter of 10 nm was found for the
spherical gold nanoparticles, the distribution and diameter are
homogeneous. When the gold-labeled antiserum was prepared,
nanoparticles dispersed and kept their original diameter. When
2.15 pg/mL AuRhCG was incubated with 750.0 mIU/mL hCG
and the immunogold complex formed, gold nanoparticles also
kept their original diameter and dispersed (Fig. 2a). After the cat-
alytic silver-enhancements, there are composite nanoparticles in
different sizes and aggregations (Fig. 2b).
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Fig. 2. Transmission electron microscopy: (a). pH 5.0 NaH,;POj—citrate acid buffer-2.15 pg/mL AuRhCG-750.0 mIU/mL hCG; (b) silver—gold composite
nanoparticles—pH 3.4 trisodium citrate—citrate acid buffer 22.0 pg/mL AgAc-133.3 pg/mL hydroquinone-0.717 pg/mL AuRhCG-250.0 mIU/mL hCG.

3.2. Resonance scattering spectrum

The scattering signals of RhCG, hCG and its immunocom-
plex are very weak. The immunonanogold probe (AuRhCG)
almost kept the same shape as the RS spectrum of gold nanopar-
ticles, and its scattering signals enhanced a little. Used the
supernatant solution as catalyst, the formed composite nanopar-
ticles exhibited five synchronous scattering peaks at 360, 423,
465, 488 and 570 nm, the I173,m enhanced evidently (Fig. 3).

400 =

300 ~

200 -

Irs

100 =

T T T
200 300 400 500 600 700

A/ nm

Fig. 3. RS spectrum of the gold-silver composite nanoparticles: pH 3.4
trisodium citrate—citrate acid buffer-22.0 wg/mL silver acetate 133.3 pg/mL
hydroquinone-0.717 pg/mL AuRhCG: (a) blank; (b) 41.7 mIU/mL hCG; (c)
83.3 mIU/mL hCG; (d) 166.7 mIU/mL hCG; (e) the emission intensity distribu-
tion of lamp source on Cary Eclipse Spectrofluorometer.

The synchronous scattering spectrum of liquid-phase inorganic
nanoparticles indicates that three factors, including lamp source,
free molecular absorption and the RS effect of nanoparticles,
produce the synchronous scattering peaks. According to the ref-
erence [34], using the principle of planar mirror, we place a
baffle in diameter of 3 cm in the front of emission slit and got
the distribution of emission intensity by means of synchronous
scanning, the strongest emission peak of the apparatus at 465 nm
is proved. Owing to the apparatus peak at 465 nm, a synchronous
scattering peak at 465 nm appears. The molecular absorption of
citrate acid and hydroquinone in visible region was weak, and
the effect can be neglected. Besides the peak at 465 nm, the
other synchronous scattering peaks are RS peaks. A wavelength
of 423 nm was chosen for assay.

3.3. Optimization of the immunoreaction conditions

Used 83.3 mIU/mL hCG as a example, the optimal condi-
tions were considered. Firstly, we tested the effect of citric
acid-NapHPO4 (pH 3.8-7.2) buffer solution on Alg234m. The
Alp3nm increased considerably in pH 4.8-5.6 buffer, the opti-
mum Al423 4, occurred in 1.0 mL of pH 5.0 buffer. Secondly,
we found Al4r3pm increased in the range of 0-0.717 pg/mL
AuRhCG, we chosen 0.717 pg/mL AuRhcG. Thirdly, the effect
of ultrasonic irradiation was tested. The incubation in the ultra-
sonic irradiation was relatively quick and Als3 nm kept stable
after 15 min (Fig. 4). The incubation in 37 °C water completed
and Alg3nm stabilized after 40 min while it ended at room
temperature of 28 °C after 60 min. Thus, a 20 min ultrasonic
irradiation at 28 °C was chosen.

3.4. Optimization of immunonanogold catalyzing condition

The optimum catalyzing conditions were examined. The
Alsznm kept stabilizing and changed little in the range of
12,000-14,000 rmp. The Al43 ny increased in 0—40 min and sta-
bilized in 30-55 min. Later, the Alsp3n,m decreased evidently.
Thus, centrifuging at the speed of 13,000 rmp for 40 min was
chosen foruse. The optimum Al423 ny occurred in 0.60 mL of pH
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Table 1
The influence of coexistent substance
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Coexistent substance Tolerance (pg/mL) Relative error (%) Coexistent substance Tolerance (pg/mL) Relative error (%)
Dextrose 1300 8.0 DL-Tryptophan 18 -1.9
L-Arginine 18 6.0 Cane sugar 1300 7.8
Glycine 18 52 L-Aspartate 40 6.7
HSA 105 7.2 BSA 13 —6.2
1gG 13 —8.2 L-Tyrosine 89 4.7
IgA 5 —83 IeM 2 —8.0
Urea 133 93 Dodecyl benzene Sulfonate 6 8.2
Vitamin B, 2 —0.1 Vitamin C 44 —-9.6
Quinine sulfate 27 —6.4 L-Glutamate 40 -5.1
Vitamin K 53 -29 Niacin 40 4.9
Vitamin B 89 —-0.4 Alexin C3 3 —-8.0
L-Cystine 13 —5.8 L-Lysine 27 —6.4
Alexin C4 0.4 -8.0 NiZ 39 -9.3
Folic acid 1 -95 Mg?* 32 6.7
DL-Methionine 40 -22 Mn?* 10 9.5

3.4 citric acid-trisodium citrate buffer solutions. The Al4»3 nm
increased linearly with the increasing amount of supernatant
solution in the range of 0—1.0 mL, the linear regression equa-
tion was Al4p3nm =53.5V +5.0, the correlation coefficient was
0.989. The Alip3nm decreased beyond 1.0 mL. The maximum
Al423 nm took place when 1.0 mL of the supernatant solution was
added. The Al4»3nm increased with the addition of silver acetate
in the range of 0-14.7 pwg/mL. When silver acetate was added
over 14.7 wg/mL, the Al43nm increased slowly. The Also3nm
reached the maximum at 22.0 pg/mL silver acetate solution.
When the added hydroquinone was more than 100.0 p.g/mL, the
Algo3nm Was bigger. A maximum Al423nm got at 133.3 pg/mL
hydroquinone (Fig. 5). Besides, the effect of immunonanogold
catalyzing time was tested. At room temperature of 28 °C, sil-
ver acetate was added in the supernatant solution, deposited
for 15 min, and then hydroquinone was added. After 30 min,
Alg3nm Was maximum, later, with the time going, Ali23nm
dropped slowly. In the ultrasonic irradiation at 28 °C, silver
acetate was added and irradiated for 10 min, and then hydro-

quinone was added, reacted for another 5 min, Al423nm reached
the maximum, after 10 min, Al4>3 4, lowered evidently in irra-
diation. We chose the latter for use.

3.5. Selectivity

The influence of coexistent substance such as proteins, amino
acids and inorganic ions on the determining 83.3 mIU/mL hCG
was examined. The tolerance limit was taken as the maximum
concentration of the coexistent substance that resulted in approx-
imately £10% relative error in the determination. As shown in
Table 1, the examined coexistent substances did not significantly
interfere in the analysis, thus it has a good selectivity.

3.6. Working curve

The different hCG concentrations and their corresponding
intensities I423 n;, were recorded to obtain the working curve.
hCG concentrations Cycg in range of 2.5-208.3 mIU/mL is lin-

Table 2
Results for h\CG
Sample hCG content (n=7, IU/mL) R.S.D. (%) IS results (IU/mL) hCG added (mIU) hCG found (mIU) Recovery (%)
1 35.69 + 1.89 5.3 40.50 200 196.8 98.4
2 33.32 £ 1.55 4.6 30.60 200 194 97.0
3 2598 + 1.16 4.5 26.22 100 106.7 106.7
4 31.01 + 1.61 5.2 32.25 100 97.0 97.0
5 13.16 =+ 1.10 8.4 13.10 100 19.5 97.5
6 16.29 + 0.99 6.0 15.80 100 105 105
7 36.22 + 1.19 33 36.20 200 202 101
8 12.31 £ 0.76 6.1 13.70 100 97.0 97.0
9 9.57 £ 0.92 9.6 8.30 100 96.0 96.0
10 10.40 + 0.75 7.3 14.1 100 99.0 99.0
11 27.57 £ 1.20 4.3 30.50 100 102 102
12 16.20 £+ 0.99 6.1 16.10 100 95.0 95.0
13 28.35 + 0.76 2.7 29.40 100 105 105
14 31.31 £ 0.93 3.0 30.62 200 204.4 102.2
15 37.10 £+ 0.88 2.4 39.60 200 206 103
16 0.154 £ 0.024 52 0.171 100 105 105
17 0.241 + 0.033 4.2 238 100 101.5 101.5
18 0.266 + 0.036 5.6 0.270 100 102 102
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Fig. 4. Effect of incubation time on Als3nm: (a) pH 3.4-22.0 png/mL
AgAc-133.3 wg/mL  hydroquinone-0.717 pg/mL ~ AuRhCG-83.3 mIU/mL
hCG-ultrasonic irradiation 28 °C; (b) pH 3.4-22.0 wg/mL AgAc-133.3 pg/mL
hydroquinone-0.717 pg/mL  AuRhCG-83.3 mIU/mL  hCG-37°C;  (c)
pH 34 -220pg/mL AgAc-133.3 ug/mL  hydroquinone-0.717 pg/mL
AuRhCG-83.3 mIU/mL hCG-28 °C.

ear to the decreased intensity Als»3 nm. The linear regression
equation, correlation coefficient and detection limit [35] for hCG
are Al43nm=0.678 Cheg+0.17, 0.9982 and 0.83 mIU/mL.
Compared with the reported assay for hCG [23-28,36,37], the
assay has high-sensitivity, good-selectivity and simplicity, with
the wider linear range.

3.7. Analysis of samples

Urine samples for women were offered by No.5 Hospital of
Guilin City, China. Samples were pre-treated by centrifuging at
3500 rpm for 30 min and diluted to suitable concentration. Fol-
lowing operations were according to the procedure, the results
were showed in Table 2, and were agreement with that of the
immunospectrophotometry (IS) [36]. The recovery was in the
range of 95.0-106.7%.

A ]413 nm

O '} 1 1 L L J
0 50 100 150 200 250 300
Hg/mL

Fig. 5. Effect of hydroquinone concentration on Al43nm: pH 3.4-22.0 pg/mL
AgAc-0.717 pg/mL AuRhCG-83.3 mIU/mL hCG.

4. Conclusion

Combining the nanogold-labeled technique and RS detec-
tion technique with immunonanogold catalytic effect, a new
immunonanogold-catalytic silver-enhancement RS assay for
hCG was developed. This assay was applied to detect hCG in
real samples, with high sensitivity, good selectivity, wide linear
range, and less used amount of sample. In further work, this new
idea could be extended to other immunoprotein assay to improve
their sensitivity.
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Abstract

A rapid method has been developed to extract and quantitatively measure the total oil content in poultry feeds using a domestic microwave
oven. The optimized extraction procedure involves the replicate (6x) extraction of 5 g of ground feed with 12 ml of hexane for 20s in a 900 W
oven. Each replicate involves the collection of the resulting miscella and its replacement with fresh solvent for re-extraction. The collected
extracts were centrifuged and transferred to a vial. The solvent was evaporated to a constant weight and the residual lipid weighed. In comparison to
conventional Soxhlet extraction method, lipid contents obtained using the optimized microwave procedure was not significantly different. However,
FTIR analysis indicated that the microwave procedure was superior in minimizing the formation of free fatty acids (FFA) relative to the Soxhlet
procedure if the temperature of the sample was kept within the range of 45-50 °C. This simple, sequential extraction procedure is rapid, highly
efficient and provides a simple mean of quantitating the lipid content of poultry feed in less than 40 min without the need for specialized microwave

oven.
© 2008 Elsevier B.V. All rights reserved.
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1. Introduction

Poultry feed generally consists of agro-based industrial
byproducts containing lipid, protein, as well as supplemental
vitamins, minerals and antibiotics. A wide range of commod-
ity byproducts such as maize, sorghum, broken rice, or meals
of various types (fish, meat, bone, blood, etc.) [1-3] are com-
monly used in manufactured poultry feeds. Feed composition
plays an important role in feed intake, growth and the devel-
opment of bird abdominal fat and breast muscle, including
its fatty acid composition [4,5]. The lipid content in partic-
ular as well as compositions are also nutritionally important
in poultry feed nutrition, specifically in increasing the energy
value of the ration to levels unattainable with other ingredi-
ents. Direct lipid supplementation with fats is often the most
economical means of increasing available energy, leading to

* Corresponding author. Tel.: +92 22771379; fax: +92 22771560.
E-mail address: tufail.sherazi @yahoo.com (S.T.H. Sherazi).

0039-9140/$ — see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.01.042

enhanced growth rates and shorter production times while
permitting the inclusion of other lower-energy, lower-cost ingre-
dients. With some FA being essential, fats are a means by which
these FA can be provided [6,7] as well as increasing palatabil-
ity, reducing the dust associated with compounded feeds and
improving the operating efficiency of palletizing machines by
reducing the wear on pellet dies. Dietary fats vary appreciably
in composition, their energy and FA contributions, with their
digestibility varying widely, depending on the type of fat, its
level of saturation, age of bird, level of fat inclusion in the
diet and presence of other dietary components [8]. Ultimately,
the energy value of lipids depends largely upon the lipid qual-
ity, its efficient hydrolysis and absorption of the resultant fatty
acids [9].

With the lipid content of feed formulations being critical, the
accurate assessment of total extractable lipid is a key indicator
of the energy content of the feed, however, conventional Soxhlet
solvent extraction technique to assess this parameter are both
tedious and time consuming. Microwaves (MW) are composed
of an electric and magnetic field and thus represent electromag-
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netic energy. The spectral frequency of MW ranges from 300
to 300,000 MHz [10]. Microwave energy acts as a nonionising
radiation that causes rotation of the dipoles, but does not affect
molecular structure. Domestic microwave oven is very common
electrical device used for heating the food. Generally it com-
prises a source of microwave radiation such as a magnetron, and
achamber which serves as a multi-mode microwave cavity. Nor-
mally domestic microwave oven operates at a fixed frequency of
2.45 GHz. Microwave energy is precisely controllable and can be
turned on and off instantly, eliminating the need for warm-up and
cool-down. Therefore, the periodic heating and cooling produces
thermal stresses in the substrate and hence causing the substrate
to dissolve in the solvent [11]. Microwave dielectric heating
depends on the ability of materials to absorb MW energy and
convert it to heat. The mechanism of energy transfer by means of
a microwave field is greatly different from the well-established
modes (radiation, conduction, and convention) of heat transfer
[12].

Recently, microwave-assisted extraction (MAE) has
engrossed increasing interest as it allows fast extractions of
solutes from plant material, with extraction efficiency similar
to that of the classical techniques. There are many applications
of MAE which deal with the extraction of oils from herbs
and spices [13-16]. The MAE is rapidly replacing other
extraction methods such as Soxhlet, sonication, supercritical
fluid extraction [17,18]. Furthermore, it considerably reduces
extraction time, energy consumption, enhances the efficiency of
the extraction and is environment friendly technique [19-21].
Microwave systems specifically designed for assisting extrac-
tion processes are commercially available, however, they are
priced several magnitudes higher than conventional domestic
microwave ovens. In a recent study [22], we have reported the
use of a domestic microwave oven to extract a portion of oil
for qualitative point of view from the poultry feeds and free
fatty acid (FFA) content of the feed lipid was determined by
single bounce attenuated total reflectance (SB-ATR) Fourier
transform infrared (FTIR) spectroscopy. The time savings and
simplicity of using MAE to obtain lipid samples for analysis
led us to consider examining this procedure from a quantitative
standpoint. The objective of this study was to determine whether
microwave extraction using a domestic microwave oven could
serve as a rapid procedure to determine the total lipid content
of poultry feed in comparison to sonication and conventional
Soxhlet extraction.

2. Experimental
2.1. Reagents and samples

All reagents used were of analytical grade. Oleic acid
(99%) and sodium hydroxide were purchased from Fluka
Chemie GmbH (Buchs, Switzerland). Hexane was obtained
from Fisher Scientific U.K. Ltd., and propanol was purchased
from Merck (Darmstadt, Germany). Refined, bleached, and
deodorized (RBD) canola oil was obtained locally and poultry
feed samples collected from industry suppliers.

2.2. Preparation and extraction

2.2.1. Soxhlet and sonication

Poultry feed samples were ground using a Mammonlex super
blender mill grater 3 (No: 4A0-0018, Type JW-1001, Taiwan),
sifted through 1.0 mm mesh screen to obtain a uniform parti-
cle size and kept in plastic bags until required for extraction.
Four procedures were used to extract oil from all the poul-
try feed samples; Soxhlet extraction (SE), sonication (SO),
single microwave-assisted extraction (SIMAE) and sequential
microwave assisted extraction (SeMAE). Soxhlet extraction
(AOAC 920.39) [23] involved the extraction of 5 g of feed for
6h in a 250 ml Soxhlet extractor using 150 ml hexane. At the
end of the extraction, the solvent was recovered by distillation
using rotary evaporator and the residual oil was oven-dried at
75°C for 1 h. The oil was then transferred to a desiccator and
allowed to cool before being weighed. The drying, cooling and
weighing was repeated until a constant dry weight within 0.01 g
was obtained. Ultrasonic extraction involved placing 5 g of feed
and 100 ml of solvent in an Erlenmeyer flask and sonicating in
an ultrasonic bath (Sonicor, SC-121 TH, Copiague, NY, USA)
for 60 min at 40 kHz and 40 °C [24]. At the end of the extraction
cycle, the miscella was centrifuged to remove the any fines, the
solvent was recovered and the residual oil dried and weighed
as per the Soxhlet procedure. Microwave extraction was carried
out using a Pell-PM 023 domestic microwave oven (Japan) with
adjustable power settings ranging from 100 to 900 W. For the
SiMAE procedure, 5 g of ground poultry feed was placed in a
30 ml screw capped vial containing 12 ml hexane and subjected
to 900 W of microwave energy for 20 s. At this point, the vial was
taken out of the oven and shaken vigorously and replaced in the
oven. This procedure was repeated until a cumulative 10 min
of microwave exposure had been reached, the miscella cen-
trifuged, solvent removed and the residual oil dried and weighed.
In SeMAE the same basic procedure was followed, except that
after reaching 2 min of cumulative microwave extraction time
the miscella was collected and replaced with fresh solvent. This
process was repeated four more times to attain a total of 10 min
of microwave exposure. Poultry feed residues left over from the
microwave extractions were re-extracted using the Soxhlet pro-
cedure to determine whether any residual extractable lipid was
present in these samples.

2.2.2. FTIR free fatty analysis (FFA) analysis

The oils extracted from the poultry feed samples obtained
by all extraction procedures were analyzed for FFAs by FTIR
using a ZnSe SB-ATR accessory [22]. All infrared spectra were
acquired using a Thermo Nicolet Avatar 330 FTIR spectrometer
equipped with a deuterated triglycine sulfate (DTGS) detector
and KBr optics and controlled by OMNIC software (Thermo
Nicolet Analytical Instruments, Madison, WI) with spectra col-
lected by co-addition of 32 scans at a resolution of 8cm™!,
The spectrum of each sample was rationed against a fresh back-
ground spectrum recorded from the bare ATR crystal cleaned
with propanol to remove any residues of the previous sample
and the residual solvent evaporated using a stream of nitrogen
gas.
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3. Result and discussion
3.1. Time effects on oil extraction and FFA content

For the microwave extraction procedure, various parameters
including the hexane to sample ratio, time of microwave heating
in relation to the temperature attained and solvent replacement
were evaluated and optimized. In contrast to microwave heating
of moist biological systems (e.g., foodstuffs), microwave cou-
pling in dried products occurs largely as a result of the dipole
provided by the ester linkage of the lipid component as non-polar
hexane has little microwave energy absorption capacity. With
contrast to conductive heating, microwave heats the whole sam-
ple volume simultaneously. It interrupts weak hydrogen bonds
by promoting the rotation of molecular dipoles, an effect that
is opposed by the viscosity of the medium. The rotation of the
dipoles in an alternating field causes friction, which produces
heat [25].

Therefore, MW heating can have different nature than
conventional heating techniques, depending on the absorbing
properties of the solvent and reactants. When only the sol-
vent or the solvent and reactant absorb microwaves equally,
then nominal differences between MW and conventional heating
techniques are expected. If the bulk solvent does not absorb MW,
but the reactants do, then direct energy transfer and heating of
the reactant molecules will occur to the acceptable depth of pen-
etration. The whole solvent will in turn be heated by conduction
from the reactants. Although homogeneous reaction conditions
can be established with thorough mixing, the temperature of the
reactants will always be higher than that of the solvent, as long
as the solvent continues to lose heat through the vessel wall to
the environment [26]. MW heating has been already success-
fully used for the extraction of natural oils [27] and focused
microwave-assisted Soxhlet extraction (FMASE) of fatty acids
from solid samples [28,29].

Thus when lipid is present heating will occur and in the initial
extraction, poultry feed samples can readily couple microwave
energy to an extent that causes both bumping and boiling indi-
cating localized heating. Under these conditions it was found
that microwave extraction was very efficient, but SB-ATR anal-
ysis of the lipid samples indicated that the FFA content of the oil
extracts increased with the increase of microwave exposure time
as shown in Fig. 1. However, keeping the microwave exposure
to 20s at 900 W eliminated this effect. In Soxhlet extraction,
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MAE after 20s
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Fig. 1. ATR-FTIR spectra of the effect of increasing the extraction time (tem-
perature) on FFA content of poultry feed sample.
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Fig. 2. Response of solvent volume used for first 2 min microwave extraction
relative to the amount of oil extracted from poultry feed sample (values presented
in the graph are mean value of triplicate analysis, S.D. is <5%).

temperatures attained are limited to that of the solvent boiling
point, while in microwave extraction, in situ localized heating
is probably the reason some lipolysis can occur. On average,
20 s of heating at 900 W was found to produce temperatures of
~45-50 °C in the initial sample extract based on measuring the
temperature immediately after taking the samples out.

3.2. Solvent volume optimization

Four volumes of hexane, ranging from 8 to 14 ml, in 2 ml
increments, were assessed to determine the extraction efficiency
of oil from poultry feeds in the first 2 min extraction of the six
extraction cycles. The first extraction results, Fig. 2 indicate that
the amount of oil extracted increases with added hexane, but that
it reaches a plateau after 12 ml of hexane, the later two extracts
representing ~71% of the total oil present in the poultry feed.
Since there was no significant difference between 12 and 14 ml
to carry out the extraction, 12ml of hexane was used in first
2 min extraction and for remaining four sequential extractions
8 ml was used.

3.3. Microwave fractional extraction

The effect of sequential use of fresh solvent on oil recovery
was examined relative to a single extraction using 12 ml of hex-
ane for 20 s, with a cumulative microwave time of 10 min. In
the sequential extraction, the 12 ml of hexane was collected and
8 ml of fresh hexane added. In the single accumulated extrac-
tion, ~70% of the total oil (relative to the Soxhlet) was extracted,
while in the sequential extraction process an asymptotic extrac-
tion was obtained as indicated in Fig. 3, but the total amount
extracted was very similar to that obtained using the Soxhlet
(100%). Fig. 4 summarizes the results obtained for sequential
microwave extraction, single microwave extraction, sonication
and the Soxhlet extraction. Sonication on its own is clearly infe-
rior as is a single microwave extraction; however, the results for
sequential microwave extractions are quite similar.

SB-ATR FTIR was also used to determine the FFA [22]
of extracted oil obtained by each of these extraction methods.
The sequential microwave extraction resulted in up to 4% less
FFA being present relative to the Soxhlet extraction procedure
(Fig. 5), however, the poor extraction efficiency of the sonica-
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Fig. 3. Effect of extraction cycles (2 min each) on % recovery of total oil content
in poultry feed sample during sequential microwave extraction (values presented
in the graph are mean value of triplicate analysis, S.D. is <5%).
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Fig. 4. Comparison of the four extraction procedures on a typical poultry feed
sample (values presented in the graph are mean value of triplicate analysis, S.D.
is <5%).

tion procedure disqualifies it as being a competitive procedure.
Table 1 compares the microwave sequential extraction procedure
results to the Soxhlet extraction procedure for 12 commercial
poultry feed samples analyzed. These results indicate that the
two procedures are in very good agreement, with the sequen-
tial microwave extraction procedure giving a slightly better oil
recovery. However, on the basis of FFA analysis by FTIR, the
FFA content of the Soxhlet extraction tends to be higher, indi-
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Fig. 5. Spectral comparison of the FFA content of microwave sequential extrac-
tion and Soxhlet extracted oils in a poultry feed sample.

Table 1
Hexane extractable lipid obtained from triplicate analysis of 12 commercial
poultry feeds by sequential microwave and Soxhlet extractions

Sample Microwave extraction Soxhlet extraction
PF-1 3.2104+0.034 3.1274+0.087
PF-2 2.869 £0.048 2.770+0.079
PF-3 2.23940.059 2.190+0.057
PF-4 3.073 £0.044 3.006 +0.076
PF-5 3.09140.045 2.985+0.079
PF-6 5.08040.061 4.985+0.101
PF-7 5.296 +0.054 5.208+0.125
PF-8 4.190£0.049 4.093 £0.080
PF-9 2.897 +£0.067 2.824 +0.065
PF-10 3.188 £ 0.068 3.120+0.077
PF-11 2.556+0.035 2.452+0.050
PF-12 3.860 £ 0.065 3.769 £ 0.069
Mean 3.46241 3.37741

S.D. 0.957 0.951

cating that there is a reduced hydrolytic effect associated with
the MAE as it carried out only for 20s intervals @ 900 W to
avoid localized heating.

4. Conclusion

Although sophisticated commercial microwave extraction
systems are available, it has been demonstrated that a simple,
rapid, sequential microwave extraction procedure can be used
to quantitatively determine the lipid content of dry poultry feeds
using a conventional microwave oven. The microwave extrac-
tion method provides a substantial shortening of the extraction
time (from 6 h to <40 min) relative to the AOAC 920.39. The
other advantages of proposed method using microwave oven
are much more environment friendly in terms of energy and
solvent (hexane) use in comparison to the conventional Soxh-
let method. Furthermore, it also reduces any lipolysis while
retaining quantitation.
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Abstract

A new modified electrode is fabricated by dispersing gold nanoparticles onto the matrix of poly(3,4-ethylenedioxythiophene)—poly(styrene
sulfonic acid), PEDOT-PSS. The electrocatalytic activity of the PEDOT-PSS-Au,,,,, electrode towards the oxidation of (3-nicotinamide adenine
dinucleotide (NADH) is investigated. A substantial decrease in the overpotential (>0.7 V) has been observed for the oxidation of NADH at the
PEDOT-PSS-Auy,,, electrode in comparison to the potential at PEDOT-PSS electrode. The Au nanoparticles dispersed in the PEDOT-PSS matrix
prevents the fouling of electrode surface by the oxidation products of NADH and augments the oxidation of NADH at a less positive potential
(+0.04 V vs. SCE). The electrode shows high sensitivity to the electrocatalytic oxidation of NADH. Further, the presence of ascorbic acid and
uric acid does not interfere during the detection of NADH. Important practical advantages such as stability of the electrode (retains ~95% of its
original activity after 20 days), reproducibility of the measurements (R.S.D.: 2.8%; n=15), selectivity and wide linear dynamic range (1-80 wM;
R?=0.996) are achieved at PEDOT-PSS-Au,, electrode. The ability of PEDOT-PSS-Au,,,, electrode to promote the electron transfer between
NADH and the electrode makes us to fabricate a biocompatible dehydrogenase-based biosensor for the measurement of ethanol. The biosensor

showed high sensitivity to ethanol with rapid detection, good reproducibility and excellent stability.

© 2008 Elsevier B.V. All rights reserved.

Keywords: Gold nanoparticles; PEDOT-PSS; NADH oxidation; Modified electrode; Ethanol biosensor

1. Introduction

The electrochemical detection of -nicotinamide adenine
dinucleotide (NADH) is of considerable interest since a number
of dehydrogenases require NADH as a cofactor for the enzy-
matic reaction. NADH is the terminal electron donor moiety in
the mitochondrial electron transport chain [1]. However, direct
electrochemical oxidation of NADH at a bare platinum electrode
requires a high (>1 V) overpotential. The high overpotential for
the oxidation of NADH results in interferences from easily oxi-
dizable species present in the real samples. The overpotential for
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NADH oxidation could be reduced by using a mediator. Also,
electrode fouling is one of the main concerns as radical interme-
diates are generated during the one-electron oxidation of NADH.
The subsequent polymerization products also foul the electrode
[2]. Hence, considerable efforts have been devoted to modify
the electrode surface with an adequate material to diminish the
overpotential for the oxidation of NADH and to minimize the
surface passivation effects.

Various methodologies have been adopted to immobilize the
mediator on the surface of electrode [3-6]. Different types of
modification were performed on the surface of the electrode to
maintain satisfactory operational time for the mediator in the
electrode [7]. The electrodes modified with carbon nanotubes
were used for the oxidation of NADH [8-13]. For instance, a
hybrid thin film from multi-wall carbon nanotubes dispersed
in nafion with electrochemically generated redox mediator was
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developed for the sensitive detection of NADH [14]. However,
the stability of the modifications limits the reproducibility and
the operational lifetime of such modified electrodes. On the
other hand, modified electrodes were also fabricated with CdS
nanoparticles [15], nanostructured TiO; [16], boron-doped dia-
mond [17], exfoliated graphite [18], single crystal gold [19]
and conducting polymer nanotubules [20] for the electrochemi-
cal detection of NADH. However, the selective electrochemical
detection of NADH is still a challenging task.

Gold nanoparticles display unparalleled catalytic activity
for a number of reactions [21-24] that include oxidation
of carbon monoxide [25]. Au nanoparticles have also been
widely used to construct biosensors due to their excel-
lent ability to immobilize biomolecules and at the same
time retain the biocatalytic activities of those biomolecules.
Recently, electrodes based on Au nanoparticles self-assembled
on a thiol-terminated, sol-gel-derived silicate network from
3-(mercaptopropyl) trimethoxysilane were developed for the
selective and sensitive detection of NADH [26], glucose [27]
and L-lactate [28]. Many kinds of biosensors, such as enzyme
sensor [29-31], immunosensor [32] and DNA sensor [33] were
developed based on Au nanoparticles to obtain better analytical
performances.

Poly(3.,4-ethylenedioxythiophene), PEDOT doped with an
excess of poly(styrene sulfonic acid) (PSS) has been attract-
ing interest due to its film forming properties, high stability in
water as well as in air and high conductivity. PSS plays the dual
role of charge balancing and stabilizing the aqueous dispersion.
The matrix of PEDOT-PSS is highly porous that facilitates the
electrochemical redox reactions [34]. Further, the solubility of
PEDOT-PSS in organic solvent is adequate enough to form thin
films by many kinds of conventional techniques, such as solvent-
casting, spin-casting and dip-coating methods. The presence of
negatively charged electrolyte ions in PEDOT-PSS provides
good redox activity even in neutral medium. This is attributed
to the effective doping (protonation) of PEDOT by the trapped
polyelectrolyte ions over abroad range of pHs.

In the present investigation, an electrocatalytic electrode was
fabricated by dispersing Au nanoparticles onto PEDOT-PSS
coated indium-doped tin oxide glass (ITO) plate and used for the
detection of NADH. The PEDOT-PSS-Auyano electrode exhib-
ited excellent electrocatalytic activity towards the oxidation of
NADH at a low potential in the phosphate buffer, PBS (pH 7.2).
Further, an ethanol biosensor was developed by immobilizing
alcohol dehydrogenase enzyme into the PEDOT—PSS-Aunano
matrix. The results are presented herein and discussed.

2. Experimental
2.1. Chemicals

PEDOT-PSS was obtained from Sigma—Aldrich (1.3 wt.%
suspension in water; a composition of 0.5 wt.% PEDOT and
0.8 wt.% PSS). Sulfuric acid, auric acid, ascorbic acid and uric
acid of analytical grade from Aldrich were used as received.
Baker’s yeast alcohol dehydrogenase (alcohol: NAD* oxi-
doreductase, E. C. 1.1.1.1) (ADH), B-nicotinamide adenine

dinucleotide (NADH) and -nicotinamide adenine dinucleotide
(reduced form, NAD*) were obtained from Sigma chemicals.
Double-distilled water was used throughout the experiments.
Aqueous solutions of NADH were prepared in PBS (pH 7.2),
afresh at the time of experiments.

2.2. Fabrication of PEDOT-PSS-Auygn, electrode

PEDOT-PSS matrix electrode was prepared by spin coat-
ing (2000 rpm for 1 min) on ITO substrate using SPIN-1200,
MIDAS spin coater system. A very thin film of PEDOT-PSS was
casted over a cleaned ITO electrode (1.0 sq.cm). Conductivity
of the PEDOT-PSS coated ITO was found to be 5mS cm™"! and
the average particle size was —200 nm. Before each experiment,
ITO coated glass was cleaned in an ultrasonic bath using double
distilled water and acetone, then dried with a dry nitrogen flow.

Au particles were electrochemically deposited onto spin
casted PEDOT-PSS electrode from 0.5M H;SOg4 solution of
HAuCly (2.0 x 104M) by employing a repetitive potential
scan from 1.1 to 0.0V (vs. SCE) at a scan rate of 50mV s~!
and thus, the PEDOT-PSS-Auyano modified electrode was fab-
ricated. Before subjecting to electrochemical experiments, the
PEDOT-PSS-Aup,n, modified electrode was washed exten-
sively with distilled water.

2.3. Electrochemical measurements

Electrochemical measurements were done with EG & G PAR
Electrochemical Analyzer in a standard 10 mL cell containing
the modified electrode, a SCE reference electrode and a Pt wire
auxiliary electrode. Prior to all electrochemical measurements,
the solutions were purged with nitrogen for 10 min. The ampero-
metric response of PEDOT—PSS-Aupano electrode was recorded
under steady-state conditions in the PBS (pH 7.2) by applying a
constant potential (+0.04 V) to the working electrode. The back-
ground response at PEDOT—PSS-Aupan, electrode was allowed
to decay to a steady-state under stirring. When the background
current became stable, the aliquot amount of the analyte was
injected into the electrolytic cell, and its response was measured.
In the case of square wave voltammetry, a 10 mL aliquot of buffer
solution with NADH of a definite concentration was placed in
the voltammetric cell and the solution was purged with nitrogen
for 10 min. Then, a potential scan was initiated at a scan rate of
10mV s~ ! and the resulting voltammogram was recorded. Opti-
mum conditions (pulse amplitude, frequency, step potential and
quiet time) were established by measuring the peak currents in
dependence on all parameters. The electrochemical sensing of
ethanol was carried out in PBS (pH 7.2) in the presence of NAD*
(0.2 mM) with ADH (7 U mL~! ) using the PEDOT—-PSS-Aupano
electrode.

2.4. Characterization

The surface topography of PEDOT—PSS-Auy,,, electrode
was examined using atomic force microscopy, AFM (Digital
Instruments; Nanoscope Multimode) in the tapping mode with
silicon nitride tip (tip height: 4 yum and the tip radius is of 15 nm).
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Fig. 1. AFM image of Au nanoparticles deposited on PEDOT-PSS spin coated
ITO glass plate.

X-ray diffraction pattern of the sample was collected by employ-
ing a D8-Advanced Bruker AXS diffractometer using Cu Ka
radiation.

3. Results and discussion

3.1. Fabrication and morphology of PEDOT-PSS-Aunano
modified electrode

The PEDOT-PSS-Aup,, modified electrode was fabricated
by two steps. Firstly, film of PEDOT-PSS was formed on the
surface of ITO glass plate through spin coating. Subsequently,
Au nanoparticles were deposited by the reduction of HAuCly
from an electrolyte solution consisting of HAuCly. In the typ-
ical fabrication of modified electrode, Au nanoparticles were
deposited onto PEDOT-PSS coated ITO electrode from 0.5 M
H,S0y4 solution containing HAuCly (2.0 x 10~* M) by apply-
ing a repetitive potential scan from 1.1 to 0.0V (vs. SCE) at a
scan rate of 50 mV s~ ! as described in the literature [25]. Cyclic
voltammogram (CV) shows two cathodic peaks at ~0.75 and
~0.53V (vs. SCE). The peak at 0.53V represents the reduc-
tion of solution bound Au'! to Au® and the wave at 0.75V is
attributed to the reduction of adsorbed AuCl, ~ ions to Au® [25].

The surface topography of PEDOT—PSS-Auy,,, electrode
was analyzed through atomic force microscope (AFM). Fig. 1
shows the AFM image of PEDOT-PSS-Aupan, electrode. A rel-
atively high-coverage of ordered monolayer of Au nanoparticles
without agglomeration was found on the surface of PEDOT-PSS
with an average size of Au as 10-15 nm. Further, it can be seen
that Au nanoparticles were homogenously distributed onto the
surface of the modified electrode. PEDOT-PSS with its network
structure acts as a three-dimensional, random and electronically
conducting background (micro-reactor) and provides the matrix
for the distribution of Au nanoparticles [35].

Crystalline structure and size of the Au nanoparticles present
in PEDOT-PSS-Aupan, were examined by XRD analysis
(Fig. 2). Peaks observed around 38.0°, 47.9°, 64.1° and 76.1°
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Fig. 2. XRD spectrum of PEDOT-PSS-Aupano-

are attributed to (111), (200), (220) and (31 1) facets of the
fce crystal structure of Au [20]. From the full width measured
at the half-maximum of the peak at 260 =38°, the average crys-
tallite size of the Au particles was evaluated to be ~10 nm using
Scherer’s equation [36].

Real surface area, rugosity factor, specific surface area and
the amount of Au nanoparticles deposited on the PEDOT-PSS-
Aupan, were determined. Fig. 3 shows the CV recorded at
PEDOT-PSS-Aupan, in ag. 1 M H>SOy4 solution at a scan rate
of 50mV s~!. A clear oxidation peak around 1.48 V and a sharp
reduction peak at 1.0V are observed, due to the reduction of
the surface oxide monolayer on Au nanoparticles [37]. The spe-
cific surface area, S (cm” wg™') of the catalyst particles was
calculated by using the relation,

o 10045,
WAgsa

where Ay, is the real surface area (as estimated from the charge
consumed for the reduction process of the surface oxide mono-
layer (the peak at ~1.0V in Fig. 3 and using a reported value
of 400 nC cm™2 [38-40], Agg, is the geometric surface area
(Agsa =0.0707 cm?) and W (in T8 cm™2) is the amount of Au
loading. The real and specific surface areas were estimated to

30 pA

LN DL DL LA LR DL
0 300 600 900 1200 1500
Potential (mV)

Fig. 3. CV of PEDOT-PSS-Aupno in aq. 1| M HySOy4 solution; scan rate:
50mVsTl.
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be 1.52cm™2 and 28.23 cm? wg ™!, respectively. The rugosity
factor is the ratio of Ay, to Agsa, assuming spherical particles of
similar radius and found to be 19.56. The amount of Au nanopar-
ticles deposited onto the PEDOT-PSS-Aup,,, was determined
[41] by using the charge (Qgep) (obtained through graphical inte-
gration of cyclic voltammetric curves) utilized for the deposition

of Au nanoparticles and was found to be 88 g cm™2.

3.2. Voltammetric studies on NADH oxidation

3.2.1. Cyclic voltammetry

Fig. 4 compares the CVs for 1 mM NADH in PBS (pH 7.2)
recorded at ITO/PEDOT-PSS and ITO/PEDOT-PSS-Aupane
electrodes, respectively, at a scan rate of S0mV s~!. Oxidation
of NADH (1 mM) occurs at PEDOT-PSS and PEDOT-PSS-

(a)0.75

o
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Fig. 4. (a) CVsrecorded at PEDOT-PSS-Aup,n, and PEDOT-PSS (inset) elec-
trodes in the presence of 1 mM NADH in PBS (pH 7.2); scan rate: 50mV s~ !
(b) CVs of PEDOT-PSS-Aupano electrode in the presence 0.8 (a), 1.0 (b), 1.2
(c) and 1.4 (d) mM NADH in PBS (pH 7.2); scan rate: 50 mV s~!. Inset shows
the plot of scan rate with peak current.

Aupano electrodes with an oxidation peak current at 0.2V
(Fig. 4a-inset) and 0.04 V (Fig. 4a) (vs. SCE), respectively.
A large negative shift in the oxidation potential was noticed
at PEDOT-PSS-Aupap, €electrode. Unlike at the PEDOT-PSS
modified ITO electrode (Fig. 4a-inset), a stable oxidation peak,
without change in position in the subsequent sweep of poten-
tials was noticed for PEDOT-PSS-Aupano electrode (Fig. 4a).
This observation informs that the electrode is not influenced by
fouling effect of the oxidation products. The large decrease in
the overpotential for the oxidation of NADH at a PEDOT-PSS-
Aupane electrode is ascribed to the high specific surface area
provided by the Au nanoparticles and the synergistic effects
between the dispersed Au nanoparticles and the PEDOT-PSS
matrix, which facilitates direct electron transfer between NADH
and the electrode surface. Furthermore, a higher current was
noticed at the PEDOT-PSS-Auyyp, electrode in comparison to
PEDOT-PSS modified electrode. The magnitude of the oxida-
tion peak current is proportional to the concentration of NADH
(Fig. 4b)—a factor which is important for the development of
a biosensor. The interesting aspect is that oxidation of NADH
at PEDOT-PSS-Aupan, electrode occurs with a low positive
potential without having an additional redox mediator.

In general, the formal potential of the NADH/NAD* cou-
ple in neutral pH at 25°C is estimated to be —0.56'V vs.
SCE, and an over potential of >1.0V is often required for
the direct oxidation of NADH at the bare electrode. However,
in the present study, oxidation of NADH occurs with a large
decrease in the overpotential (>0.70 V) at PEDOT-PSS-Aunano
electrode. On comparative literature, oxidation potential of
~0.075 V for NADH was reported at an electrode modified with
polyaniline-doped mercaptosuccinic-acid-capped Au nanopar-
ticles [42]. In another study, oxidation of NADH has been
reported around 0.07 V at the Au nanoparticles self-assembled 3-
mercaptopropyltrimethoxy silane modified gold electrode [43].

The scan rate dependence of the voltammetric response at
the PEDOT-PSS-Aupano electrode was explored. The peak cur-
rent for the oxidation of NADH increases linearly (R%=0.995)
with the square root of scan rate between 10 and 200 mV s~!
(Fig. 4b-inset), suggesting that the overall oxidation of NADH
at the electrode is controlled by the diffusion of NADH in solu-
tion. Further, the oxidation peak potential shifts towards positive
potentials with increasing scan rates informing the electrochem-
ical irreversibility of the electrochemical process. The diffusion
coefficient (D) was determined by the equation;

I =299 x 10°)AC,D"*v'?n(an,)'/?

where n is the number of electrons involved for the oxidation
of NADH, which is 2 (as determined from Tafel slope), C, is
the bulk concentration, A is the electrode area, v is the scan rate,
with values for o and n, which are 0.48 and 1, respectively. The
D value was found to be 2.98 x 100 cm? s~ L.

3.2.2. Square wave voltammetry

The voltammetric response of NADH at the PEDOT-PSS-
Aupan, electrode was studied by square wave voltammetry since
this technique could provide a better resolution and signal-
to-noise ratio. The influence of square wave voltammetric
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Fig. 5. SWVs of NADH on PEDOT-PSS-Auyan, electrode at different concen-
trations of NADH: (a) 0, (b) 10, (c) 15, (d) 20, (e) 25, (f) 30, (g) 40, (h) 45, (i)
50, (j) 55, (k) 57.5, (1) 60, (m) 65, (n) 70, (0) 75 and (p) 80 wM in PBS (pH 7.2).

parameters on the analytical signal was monitored to under-
stand the kinetics of NADH oxidation, as well as to optimize the
parameters for analytical application. Square wave voltammo-
grams (SWVs) were recorded by changing the pulse amplitude
(AU), frequency (f) and step potential in the range 10-100 mV,
10-100Hz and 1-10mV, respectively. Conditions such as
1.0pM, pH 7.2, t=3s, step potential=3 mV gave optimized
response to oxidation of NADH. SWVs of PEDOT-PSS-Aupane
electrode (condition: =3 s, step potential =3 mV, f=90 Hz, and
AU=50mV)recorded for different concentration of NADH and
the SWVs are shown in Fig. 5. A peak corresponding to the oxi-
dation of NADH was observed at 0.04 V and the peak intensity
was found to increase with concentration of NADH. Fig. 5 (inset)
depicts the typical calibration curve by plotting the peak current,
I.a¢ at 0.04 'V, with the concentration of NADH. The I, linearly
increases with concentration of NADH in the range of 1-80 uM
(Fig. 5-inset). The linear regression equation is y = 0.958x, with
a correlation coefficient of 0.996. A detection limit of 0.1 uM
was calculated as the NADH concentration from the signal to
the blank signal yp (intercept) for three standard deviations of
y-residuals sy [44]. The experimentally determined detection
limit is in close agreement with the calculated detection limit.

3.3. Constant potential amperometry

The voltammetric results detailed above suggest that the
PEDOT-PSS-Aupan, electrode facilitates a stable and low
potential amperometric detection of NADH. Further, the sen-
sitivity was examined by recording the amperometric response
of oxidation of NADH at PEDOT-PSS-Auyan, €lectrode in a
stirred solution, but with smaller addition of NADH over the
concentration range of 0.1 to 2.2 uM. Fig. 6 shows an amper-
ometric trace recorded at the PEDOT-PSS-Aupano electrode
(E=+0.04 V) during the successive addition of NADH aliquots
into a stirred PBS (pH 7.2). The PEDOT-PSS-Aupan, electrode
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Fig. 6. Amperometric response of PEDOT-PSS-Auy,p, electrode for the oxi-
dation of NADH at +0.04 V in PBS (pH 7.2). Each addition increased the
concentration of NADH by 0.1 uM. (i) Plot of [NADH] vs. catalytic peak cur-
rent; (ii) Stability of the current response of 1 wM NADH at PEDOT-PSS-Aupano
electrode at the applied potential of +0.04 V in PBS (pH 7.2).

responds effectively to the NADH spikes, yielding steady-state
signals within 2s. Fig. 6(i) shows a calibration curve for the
NADH. The calibration plot over the concentration range of
0.1-2.2 uM has a slope of 88 &2 mA M~! cm~2 with a correla-
tion coefficient R =0.9981. The electrocatalytic behavior was
highly reproducible, as reflected by a relative standard deviation
of 1.2% estimated from the slopes of the calibration plots for six
freshly prepared samples at PEDOT—PSS-Aup,y, electrode.

Besides good sensitivity and linearity for the detection of
NADH, an extremely attractive feature of the PEDOT—PSS-
Aupano electrode is the stable amperometric NADH response.
Fig. 6(ii) shows the amperometric responses of 1 uM NADH
at PEDOT-PSS-Au,ano electrode recorded over a continuous
period of 35min, when the potential was held at +0.04 V.
It is clear that the current response to NADH oxidation at
PEDOT-PSS-Aupan, electrode is stable over the entire period.
However, it must be noted that a decaying of current signal up to
58.2% was observed at PEDOT-PSS modified electrode (figure
not shown). For the PEDOT-PSS modified electrode, surface
passivation by the radical intermediates may limit the stability
and cause the loss of analytical sensitivity and reproducibility
over the operational time. On the other hand, the formation of
radical intermediates and subsequent reaction at PEDOT-PSS-
Aup,,e electrode are minimum, probably due to the lower
oxidation potential (0.04 V). Hence, PEDOT-PSS-Aupan, elec-
trode is free from the fouling effect by the oxidation products.
These results demonstrated that PEDOT-PSS-Aupano electrode
greatly minimizes the surface passivation effects which gener-
ally give hindrance to amperometric detection of NADH.

3.4. Influence of interferences

Ascorbic acid (AA) and uric acid (UA) generally interfer-
ence with the electrochemical determination of NADH, since
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Fig. 7. Amperometric responses of PEDOT—PSS-Aupano electrode to NADH,
UA and AA (each of 1 mM concentration) at +0.04 V in PBS (pH 7.2).

AA and/or UA are/is commonly oxidized at potentials nearer to
oxidation potential of NADH. Hence, cyclic voltammetry exper-
iments were performed to examine the influence of UA and AA
on the oxidation of NADH at PEDOT-PSS-Auy,;, electrode. A
broad anodic peak at 0.185 V and a shoulder around 0.04 V were
observed for the oxidation of AA and NADH, respectively. On
the other hand, two well defined oxidation peaks, one at 0.038 V
and another at 0.256V, due to the oxidation of NADH and UA,
respectively, were observed at PEDOT—PSS-Aupano in the PBS
(pH 7.2) containing NADH and UA of equal concentration. In
order to authenticate the influence of AA or UA on the oxida-
tion of NADH, amperometric measurements were made at the
PEDOT-PSS-Aunano electrode with the intermittent addition of
NADH, AA and UA at equal concentrations. Fig. 7 represents the
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amperometric response for NADH, AA and UA of 1 mM con-
centration at the PEDOT—PSS-Aupano electrode in PBS (pH 7.2).
A well-defined NADH response was observed at the potential of
+0.04 V. The subsequent injection of AA and UA did not show
any additional signal or disturb the current response indicating
the absence of interference in the signal.

3.5. Development of ethanol biosensor

To validate the usefulness of the described electrocatalytic
system, an ethanol biosensor was developed. The biosensor
was prepared by incorporating a model enzyme, alcoholde-
hydrogenase (ADH), into the PEDOT-PSS-Auyyy, electrode.
Au nanoparticles are convenient scaffold for enzyme immobi-
lization and have been used previously for the immobilization
of other dehydrogenases in enzymatic reactors [26,45]. In
general, dehydrogenase requires NAD™ as a cofactor for enzy-
matic reaction due to the fact that NAD" can be reduced to
NADH simultaneously with oxidation of analyte. In the present
study, alcohol dehydrogenase enzyme catalyzes the oxidation
of ethanol, and simultaneously the cofactor NAD* gets reduced
to NADH. The enzymatically formed NADH undergoes elec-
trochemical oxidation to NAD* at the PEDOT-PSS-Aupano
electrode. Thus, NADH produced at the PEDOT—PSS-Aup,no
electrode can be quantitatively correlated to the amount of
ethanol.

It is known that in the dehydrogenase-based amperomet-
ric biosensor, pH, concentration of the enzyme and cofactor
influence the response of biosensor. Hence, experiments were
performed in order to study the influence of pH, ADH (enzyme)
and NAD™" (cofactor) concentration on the current response
at PEDOT-PSS-Aupan, electrode. The study of pH influence
was conducted in the range of 6.0-9.0 (Fig. 8(i)). The current
response increased almost linearly from 6.0 to 7.2 and at pH
7.2, the largest response was observed and the current response
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Fig. 8. Current responses at PEDOT—PSS-Aup,no electrode as a function of pH (i), ADH (ii) and NAD™ (iii); potential: +0.04 V, [ethanol]: 10 M.
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decreases appreciably in the alkaline pHs. The unstable nature
of NAD* in alkaline solution is the reason for the decrease in
current response. Hence, pH 7.2 buffer was used in all experi-
ments.

The current response of the PEDOT—PSS-Aup,;, electrode
was studied by varying the amount of ADH used for the fabri-
cation of modified electrode. Seven electrodes were prepared
with different amount of ADH in the range between 1 and
15U mL~!, while the amount of other components were kept
constant. It can be seen from Fig. 8(ii) that the current response
at PEDOT-PSS-Auypan, electrode was dependent on the amount
of enzyme incorporated into the electrode. Anincrease in the cur-
rent was observed up to 7U mL™ ! while no significant increase
in the response current was observed for higher loading of the
enzyme. Experiments were also performed to study the influence
of NAD* concentration. Fig. 8(iii) shows the current response
vs. concentration of NAD* recorded at the PEDOT-PSS-Aupano
electrode in PBS (pH 7.2) containing 10 wM ethanol. A largest
response current was observed at PEDOT-PSS-Auyay, electrode
with the [NAD*]=0.2mM (Fig. 8(iii)). As the concentration
kept increasing, the current response increases faintly. The
increase in response is due to the higher conversion efficiency
with higher concentration of NAD™ in the enzyme-catalyzed
reaction. Nevertheless, by considering the high cost of cofactor,
NAD*, 0.2 mM was kept as optimum.

After being optimized the conditions, square wave voltam-
mograms were recorded (t=3 s, step potential =3 mV, f=90 Hz,
and AU=50mV) for the different concentration of ethanol
at PEDOT-PSS-Aupan, electrode (Fig. 9a). A voltammetric
peak at 0.04V was observed upon the addition of ethanol
and the peak corresponds to the oxidation of NADH at the
PEDOT-PSS-Aupan, electrode. It is to be noted that the peak
0.04 V did not appear in the absence of either ethanol or the
co-factor, NAD*. This observation clearly supports that the
peak observed at 0.04V is due to the oxidation of enzymat-
ically produced NADH. Fig. 9a also informs that the peak
current at 0.04 V increases with increasing the concentration of
ethanol.

A steady-state amperometric response of the PEDOT-PSS-
Aupan, electrode to the addition of ethanol aliquots to a
stirred PBS (pH 7.2) is shown in Fig. 9b. Upon addition
of an aliquot of ethanol, the current increased steeply to
97% of the stable value within 5s, indicating a fast response
at the electrode. A calibration plot was drawn between the
response current and the concentration of ethanol (1-100 wM)
(Fig. 9b-bottom inset). The calibration plot is found to be
linear (R%=0.9995). It is interesting to note that the sensitiv-
ity toward ethanol (97 mAM~!cm™2) is comparable to the
sensitivity to NADH (95 mA M~! cm~2), and this is an indica-
tion of efficient signal transduction at the PEDOT-PSS-Aupano
biosensor. A plateau current was observed while increasing the
concentration of ethanol beyond 75 uM showing the charac-
teristics of the Michaelis—Menten kinetics [46]. The apparent
Michaelis—Menten constant (Ky1) was estimated from the slope
and intercept values of the plot of the reciprocals of the steady-
state current vs. ethanol concentration (Fig. 9b-top inset) and a
value of Ky =13 mM L~! was obtained.
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Fig. 9. (a) SWVs recorded at PEDOT-PSS-Aupano electrode in PBS (pH 7.2)
for the different concentration of ethanol in the presence of NAD* (0.2 mM),
[ethanol]: (a) 10, (b) 20, (c) 30, (d) 40, (e) 50, (f) 55, (g) 60, (h) 65, (i) 70 and (j)
75 uM (b) Amperometric responses of PEDOT-PSS-Aup,p, electrode to succes-
sive additions of 5 uM ethanol in PBS (pH 7.2) at +0.04 V. Inset (bottom) shows
the calibration plot of the concentration of ethanol with current at PEDOT-PSS-
Augano electrode (1-100 wM); Inset (top) shows the Lineweaver—Burk plot.

3.6. Stability and reproducibility of PEDOT-PSS-Aupano

The stability of the PEDOT-PSS-Aupao electrode was
determined for a period of operation. The performance of
PEDOT-PSS-Aupan, electrode for the detection of NADH was
tested in PBS (pH 7.2) for a period of 20 days. The first 2 days,
a2.3% decrease of the initial over a response current signal was
noticed. After 15 days, the current response decreased by 4.8%
of initial current. After 20 days, the decrease in current signal
was 6.2% of the initial value. PEDOT-PSS-Aup,,o electrode
retains ~94% of its original activity after 20 days and continued
to exhibit excellent response to NADH.

The repeatability of the current response of the PEDOT-PSS-
Aupan, electrode was examined in the presence of 1 uM NADH
in PBS (pH 7.2). R.S.D. was found to be 2.3% for ten succes-
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sive assays. The electrode-to-electrode reproducibility was also
determined in the presence of 1 WM NADH in PBS (pH 7.2) by
comparing the performance of five freshly prepared electrodes.
The reproducibility is revealed with a R.S.D. of 2.8%. The good
reproducibility might be due to the homogenous distribution of
Au nanoparticles throughout the PEDOT-PSS matrix.

The experimental results show that Au nanoparticles dis-
persed in the PEDOT-PSS matrix have larger specific surface
area and good biocompatibility and suited for immobilization
of biomolecules or enzymes. PEDOT-PSS matrix provides an
efficient electron-conducting tunnel for NADH oxidation. It is
well documented in the present study that the PEDOT-PSS-
Aupan, electrode is an excellent electrocatalytic material for the
preparation of sensitive, reproducible and stable electrochemical
biosensors for dehydrogenase substrates.

4. Conclusions

Au nanoparticles are uniformly dispersed into PEDOT-PSS
matrix and an electrocatalyst electrode was fabricated for the
detection of NADH. PEDOT-PSS-Auygp, electrode provides an
enhanced electrocatalytic response to the oxidation of NADH.
The response time for NADH detection is low and the per-
formance of the electrode is stable. Stability of the electrode,
reproducibility of the measurements, selectivity and wide lin-
ear response for NADH are in favor of fabricating an enzymatic
sensor for the determination of ethanol at PEDOT—-PSS-Aunano
electrode. A biosensor has thus been successfully assem-
bled by immobilizing alcohol dehydrogenase enzyme into the
PEDOT-PSS-Aupan, matrix and the functioning of sensor elec-
trode is satisfactory. The present study forms a platform for
the development of modified electrodes suited for the combined
usage of electrocatalysis and electrochemical biosensing.
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Abstract

Polycyclic aromatic sulphur heterocyclic (PASH) compounds, such as dibenzothiophene (DBT) and alkylated derivatives are used as model
compounds in biodesulfurization processes. The development of these processes is focused on the reduction of the concentration of sulphur in
gasoline and gas—oil [D.J. Monticello, Curr. Opin. Biotechnol. 11 (2000) 540], in order to meet European Union and United States directives.

The evaluation of biodesulfurization processes requires the development of adequate analytical techniques, allowing the identification of any
transformation products generated. The identification of intermediates and final products permits the evaluation of the degradation process.

In this work, seven sulfurated compounds and one non-sulfurated compound have been selected to develop an extraction method and to compare
the sensitivity and identification capabilities of three different gas chromatography ionization modes. The selected compounds are: dibenzothiophene
(DBT), 4-methyl-dibenzothiophene (4-m-DBT), 4,6-dimethyl-dibenzothiophene (4,6-dm-DBT) and 4,6 diethyl-dibenzothiophene (4,6 de-DBT),
all of which can be used as model compounds in biodesulfurization processes; as well as dibenzothiophene sulfoxide (DBTO,), dibenzothiophene
sulfone (DBTO) and 2-(2-hydroxybiphenyl)-benzenesulfinate (HBPS), which are intermediate products in biodesulfurization processes of DBT
[ A. Alcon, V.E. Santos, A.B. Martin, P. Yustos, F. Garcia-Ochoa, Biochem. Eng. J. 26 (2005) 168]. Furthermore, a non-sulfurated compound,
2-hydroxybiphenyl (2-HBP), has also been selected as it is the final product in the biodesulfurization process of DBT [A. Alcon, V.E. Santos, A.B.
Martin, P. Yustos, F. Garcia-Ochoa. Biochem. Eng. J. 26 (2005) 168].

Since, typically, biodesulfurization reactions take place in a biphasic medium, two extraction methods have been developed: a liquid-liquid
extraction method for the watery phase and a solid phase extraction method for the organic phase. Recoveries of the selected compound in both
media were studied. They were in the range of 80—100% for the watery and in the range of 40-60% for the organic phase, respectively.

Gas chromatography coupled to mass spectrometry (GC-MS) has been employed for the identification of these selected compounds. Three
different ionization modes were applied: conventional electron impact (EI); positive chemical ionization (PCI), using methane as the reagent gas;
and a recently developed ionization mode known as hybrid chemical ionization (HCI), using perfluorotri-n-butylamine as the reagent gas. Limits
of detection and identification capabilities have been compared between the three analytical techniques.

The sensitivity of the three analytical techniques was studied and LOD between 0.05 and 1, between 0.09 and 2 and between 0.001 and 0.043
were achieved for PCIL, EI and HCI, respectively.

The developed method was applied in samples from a biodesulfurization process. The biodesulfurization reactions were conducted in resting
cell operation mode, using Erlenmeyer flasks or an agitated tank bioreactor. The microorganism employed was Pseudomonas putida CECT 5279.
The reaction was performed under controlled air flow, stirring and temperature conditions.
© 2008 Elsevier B.V. All rights reserved.

Keywords: Biodesulfurization; Dibenzothiophene; Gas chromatography mass spectrometry (GC-MS); Hybrid chemical ionization (HCI); Alkylated dibenzothio-
phenes
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1. Introduction

Crude oil and its distillates contain significant amounts of
low-molecular-mass organosulphur compounds such as alkyl-
and cycloalkyl-thiols, alkyl- and arylthioethers and aromatic
heterocycles based on thiophene. This last group of polycyclic
aromatic sulfurated hydrocarbons (PASHs) includes thiophene
itself, benzothiophene, dibenzothiophene and their alkylated
derivatives. These compounds have been of concern for decades
because they constitute a major class of ubiquitous environmen-
tal contaminants found in both air and sea areas [3-5]. In order
to mitigate the consequences of this contamination, such as acid
rain [6,1] and air pollution, caused by sulphur dioxide released
from the combustion of oils, more and more regulations on sul-
phur content in petroleum are being established. The current
specification in Europe and USA calls for a maximum sulphur
content of 50 ppm in gasoline and diesel oil by 2005 and this
level should be reduced to below 10 ppm by the year 2010 [7].
The current industrial method used for the removal of sulphur
from fuels is hydrodesulfurization (HDS), which requires high
temperature and high pressure. Thus biodesulfurization (BDS)
[2], which operates under room temperature and pressure con-
ditions, is expected to be complementary as well as promising
possible alternative to HDS.

Biocatalytic desulfurization can proceed via two different
biochemical pathways, named Kodama [8] and 4S route [9].
However, the carbon skeleton of aromatic sulphur compounds
only remains intact via the 4S pathway, and consequently fuel
value is not lost.

When biodesulfurization is conducted via the 4S path-
way, sulphur is eliminated from DBT in four consecutive
reactions—catalyzed by different enzymes. In such processes
the identification of intermediates products is crucial for any
kinetic study.

Furthermore, in biodesulfurization reactions an immiscible
organic phase (model organic solvent or fuel) is mixed with a
water fraction necessary for microorganisms. PASHs like DBT
and their alkylated derivatives are very hydrophobic compounds,
but some of the intermediate degradation products can be more
hydrophilic. This situation implies the necessary measurement
of each compound in both liquid fractions.

The organic phase used is normally a long chain hydro-
carbon, such as dodecane, tetradecane, hexadecane, or oil
if the biodesulfurization is performed in a real matrix.
As the watery phase, different buffers are used (phosphate
buffer or N-[2-hydroxyethyl]piperazine-N -[2-ethane-sulfonic
acid (HEPES) buffer) in resting cell operation mode. In
the cases of biodesulfurization by growing cells, the water
fraction consists, in the culture medium, with the carbon
source and other nutrients necessary for the microorganisms
[10-15].

Preconcentration steps after a degradation process are very
important when intermediate products have to be determined:
since normally the concentration of unknowns is very low.
The extraction procedure is typically optimized for the com-
pounds that will be degradated and for some others which
are expected to be formed, provided that analytical standards

are available [16-18]. Then, the application of the method
is performed in order to detect all of the transformation
products generated in the degradation process. Even when a
preconcentration is not necessary, a change of the solvent is
normally required, before injection in the gas chromatography
equipment.

These two phases involved in biodesulfurization processes
should be separated and analyzed in a different way. The organic
phase can be directly analyzed by gas chromatography (GC) or
liquid chromatography (LC), or can be extracted by solid phase
extraction. The watery phase can be directly analyzed by LC or
can be extracted by liquid—liquid extraction if GC analysis is
required.

Solid phase extraction sorbents are normally chosen by
the nature of their primary interaction or retention mecha-
nisms with the analyte in question. In that case, non-polar
or moderately polar compounds should be extracted from
a non-polar organic solvent. Sorbents like silica, amino-
propyl, cyanopropyl are especially indicated in the extraction
of compounds with functional groups, such as hydroxyls,
amines and heteroatoms (S, O, N) from non-polar matri-
ces.

In fact, the solid phase extraction methods used for the extrac-
tion of biodesulfurization compounds (pattern compounds or
degradation products) developed by various authors, involve
the use of silica packing for the separation and concentra-
tion of DBT, 2-HBP, 2,2’-biphenylol and DBT-sulfone [19],
alkylated dibenzothiophenes and its transformation products
[20,21].

Different solvents have been used to perform liquid-liquid
extraction such as ethyl acetate [22-28], n-hexane [29] and
methylene chloride [30]. The culture broth is normally acidified
before liquid-liquid extraction takes place at pH 2 [27,28].

However, detailed recovery studies of these extraction pro-
cedures are not usually reported in the literature. Only Onaka et
al. [20] performed a study of solid phase extraction applied to
biodesulfurization processes.

Several papers have been published concerning the analysis
of PASHs in environmental matrices [31,32] and in biodesulfu-
rization processes [33].

Different analytical techniques have been used for studying
degradation of organic compounds under different condi-
tions. As examples: GC-MS; GC atomic emission detector
(GC-AED) or LC time of flight mass spectrometry (LC-
ToF-MS) techniques have been used in the determination
of the transformation products of imidacloprid (a pesticide),
methyl fert-butyl ether (an additive of gasoline) and bisphe-
nol A (an industrial chemical) in degradation processes such
as advanced oxidation processes or sunlight photo-alteration
[16-18,34,35].

However, in biodesulfurization, high-performance LC cou-
pled to an ultra violet detector (HPLC-UV) [22,27,28,30,36]
and GC coupled to a flame ionization detector (GC-FID)
[20,23,26,29,37,38] are used by most of the authors to follow
degradation processes and to quantify the pattern compound as
well as the final product. GC-MS [22-25,30,38] is normally
used to identify intermediates.
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The sensitivity of analytical techniques traditionally used in
biodesulfurization processes seems to be enough (although no
data on the limits of detection are reported by any authors) to
detect the initial compound and final products, but in some cases
these techniques are not adequate in the detection of intermediate
products [30].

Very simple and accessible analytical techniques, such as
HPLC-UV and GC-FID, are enough to monitor a global
biodesulfurization process. In contrast, it is not always possible
to confirm the identification of degradation products extensively:
that can represent a very important factor in the process evalua-
tion [36].

Electron impact ionization mode in mass spectrometry is the
method widely employed for the identification of intermediates
in biodesulfurization processes [22-25,30,38].

However, to the best of our knowledge, chemical ioniza-
tion mass spectrometry has never been used to identify PASHs
involved in biodesulfurization processes. It is a widely used
analytical technique, which is recognized for the improved selec-
tivity and sensitivity that can be achieved in the detection of
several compounds [39,40].

Hybrid chemical ionization (HCI), a new and useful alter-
native to conventional chemical ionization mass spectrometry
[41], has been applied to the analysis of the selected compounds.
This technique takes advantage of the high versatility of ion trap
(IT) spectrometers combined with external ionization sources.
In hybrid configuration, reagent ions are generated in the exter-
nal source through electron impact ionization (EI) of a reagent
gas.

The aim of this work has been to develop a method able
to monitor a biodesulfurization reaction. The method involves
a solid phase extraction procedure for the organic phase and
a liquid-liquid extraction procedure for the watery phase. The
analytical determination was performed by GC. The limits of
detection and identification capabilities of electron impact ion-
ization (EI), positive chemical ionization (PCI) and HCI have
been compared.

Finally these methods were applied to determine the selected
compounds in samples from a biodesulfurization process and in
a sample of gasoline.

2. Experimental
2.1. Chemicals

The following compounds were supplied by Sigma—Aldrich
(Steinheim, Germany): HEPES buffer, dibenzothiophene,
dibenzothiophene sulfone (DBTO), DBTO3, 2-hidroxibiphenyl,
4-methyl-dibenzothiophene and tetracycline (TC) 4-methyl-
dibenzothiophene and 4,6-dimethy-dibenzothiophene.
L-Glutamic acid, glycerine and other nutrients for basalt
salt medium formulation were from Panreac (Barcelona,
Spain). Deionized water was used to prepare all media and
stock solutions except where otherwise indicated.

Hexane, dichloromethane and methanol HPLC grade were
delivered by Merck (Darmstadt, Germany).

2.2. Experimental procedure for microorganism growth

The bacterium used was Pseudomonas putida CECT 5279, a
GMO supplied by Centro de Investigaciones Bioldgicas, Con-
sejo Superior de Investigaciones Cientificas (CSIC), Madrid,
Spain [42]. This microorganism was maintained in a concen-
trated stock solution with glycerol in saline serum (50%) at
—-80°C.

The biocatalyst production was conducted following a stan-
darized procedure reported in Ref. [43]. This procedure includes
inoculum buildup in two growth steps using a complex medium,
and the final fermentation in a 15-1 agitation tank bioreactor
(Biostat C—Braun). In the last case, the medium used was
composed of a basalt salt medium with L-glutamic acid as the
carbon source. Operational conditions were 30 °C, 250 rpm and
1 /min of aeration. Growth was stopped in stationary growth
phase, and biomass was collected by centrifugation. The col-
lected cells were re-suspended in glycerol-saline serum (50%)
and maintained at —18 °C until use.

2.3. Biodesulfurization assays

The biodesulfurization reactions were made in resting cell
operation mode, using a 2-1 agitated tank reactor (Biostat
B—Braun), with 500 ml of total reaction volume and 50% oil
volume of a model oil containing 4-m-DBT. It was added into
the reaction broth, dissolving directly in hexadecane (the organic
solvent selected as model oil). The organic phase was always
prepared to contain an initial concentration of 50 mg/l of 4-m-
DBT in hexadecane. The aqueous phase was HEPES buffer (pH
8). Air flow was adjusted to 1 I/min and the agitation speed and
temperature was controlled at 250 rpm and 30°C. Tween 85
and ethanol were added as surfactant and co-solvent in 1 and
0.5% volume proportions, respectively for the bioavailability
enhancement of 4-m-DBT. The biocatalyst concentration used
was 4 g/l in watery phase.

The samples collected at different time intervals were
decanted over a 2-h period. After that, organic and watery
phases were separated and finally each phase was centrifuged
(7000 rpm, 22°C, 10min) to obtain the organic and aqueous
fraction as well as the biomass pellet.

2.4. Sample treatment

The solid phase extraction method developed for the extrac-
tion of selected compounds from the organic phase was
performed as follows.

A packed silica cartridge (500 mg, 3 ml) from Waters (Mil-
ford, MA, USA) was used, the cartridge was first conditioned
with 5 ml of n-hexane. After that, 10 ml of sample was loaded,
then the cartridge washed with 1 ml of n-hexane. Finally, com-
pounds were eluted from the solid phase with two 6 ml portions
of dichloromethane. The extract was evaporated until dryness
under nitrogen stream and then recomposed in 1 ml of ethyl
acetate and injected into the GC—MS system.

The liquid-liquid extraction method for the extraction of the
selected compounds from the watery phase was performed as
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follow: 4 ml of sample was adjusted to pH 2 with chlorine acid
2N, the sample was extracted with 2 ml of ethyl acetate, and the
extraction was made by stirring in a test tube. The ethyl acetate
phase was separated from the water and directly injected into
the GC-MS system.

2.5. GC mass spectrometry methods

Two different chromatographic systems were used in this
work, a gas chromatograph coupled to a mass spectrometer
with a quadrupole as analyzer (GC-q-MS) and a gas chromato-
graph coupled to a mass spectrometer with an IT as analyzer
(GC-IT-MS).

2.5.1. GC-q-MS methods

Gas chromatography—mass spectrometry (GC-MS) analyses
were run on a HP 6890 series gas chromatograph (Hewlett-
Packard, Palo Alto, CA) interfaced to a HP 5973 mass-selective
detector. Data acquisition, processing and instrumental control
were performed by the HP MSD Chem-Station software. Ana-
lytes were separated in a Hewlett-Packard HP-SMS capillary
column (5% biphenyl/95% dimethylsiloxane), 30 m x 0.25 mm
i.d., 0.25 wm film thickness. A split/splitless injector was used in
the pulse splitless mode. An empty liner was filled with 0.5 cm
Carbofrit (Restek, Bellefonte, CA) placed 3.6 cm from the upper
part of the liner. The injector operating conditions were as fol-
lows: injection volume 10 wl; injector temperature 250 °C; initial
pulse pressure 30 psi (1.5 min). The helium carrier gas flow was
maintained at 1 ml/min.

The oven temperature programme was 1.0 min at 70 °C then it
was increased at 10 °C min~! until reaching 250 °C. It was kept
at this temperature for 2 min, the total run time being 21 min.
The transfer line temperature was set at 280 °C.

In this system two ionization modes were employed, electron
impact ionization and PCI. The specific conditions for each are
detailed below.

2.5.1.1. Electron impact ionization mode. Electron impact (EI)
mass spectra in full scan mode were obtained at 70 eV, the moni-
torization was from m/z 50 to 400. The ion source and quadrupole
analyzer temperatures were fixed at 230 °C and 106 °C, respec-
tively.

2.5.1.2. Positive chemical ionization mode. Positive chemical
ionization (PCI) mass spectra in full scan mode were obtained
using methane as the reagent gas at 40 ml/min. The ion source
and quadrupole analyzer temperatures were fixed at 250 °C and
106 °C, respectively.

2.5.2. GC-IT-MS method

The experiments were performed on a Varian 4000 GC/
MS/MS system equipped with an external ionization source.
Automatic injections (1 pl) were performed in a split/splitless
injector at 250 °C, working in splitless mode with a splitless
time of 1min. Separations were performed in a crosslinked
5%-phenyl-95%-dimethylpolysiloxane Varian FactorFour (VF-
5 ms, Varian, Middelburg, The Netherlands) capillary column

(30m, 0.25 mm, 0.25 m), using the same oven program as in GC-
g-MS methods. The helium carrier gas flow was maintained at
the constant value of 1 ml/min. The GC-MS interface and the IT
temperature were set at 250 and 200 °C, respectively. Data acqui-
sition, processing and instrumental control were performed by
the Varian MS Workstation Version 6.42. Typical IT-MS oper-
ating conditions were optimized by the software at the following
values: electron multiplier at 1125V, trap offset at 7V, lens 1 at
35V, lens 3 at 23V and gate lens at —108 V. The external ion
source worked in CI mode at a temperature of 200 °C.

2.5.2.1. Hybrid chemical ionization. Hybrid chemical ioniza-
tion mass spectra were obtained using perfluorotri-n-butylamine
(FC 43) as the reagent gas, which is a reagent commonly used as
a calibration compound in electron ionization mass spectrom-
etry. The spectrum obtained under EI shows the characteristic
fragment ions at m/z 69 [CF3]*, 131 [C3Fs]", 264 [C5FoNT*,
414 [CgF16N]* and 614 [C1,F24N]* used for routine calibration
purposes.

HCI mass spectrum for the sample ions is acquired after three
steps: ionization of the reagent gas (the ionization time is deter-
mined by a prescan), then the selected reagent ions are stored in
the IT. After that, reagent ions react with sample molecules to
form sample ions (the reaction time is determined by a prescan)
and finally the reagent ions are ejected.

The selected ion chosen to react with the sample ions was
131 [C3Fs]*, the ejection amplitude was 40V, the maximum
reaction time and the reaction storage level were 100 ms and
80 m/z, respectively.

3. Results and discussion
3.1. Extraction methods

Recoveries of the two extraction methods were evaluated;
50 ml of C16 and 10 ml of HEPES buffer were spiked with 1 mg/1
and 5 mg/l, respectively of all the compounds.

Three aliquots of fortified C16 and HEPES buffer were
extracted by solid phase extraction and liquid-liquid extraction,
respectively following the protocol explained in the experimen-
tal part. The concentration of the compounds in the extracts was
compared with the concentration of the compounds in a standard
solution containing 10 mg/1 of all the compounds. The recover-
ies of both extraction methods were evaluated and are shown in
Table 1.

Very good recoveries, between 88 and 120% were obtained
in the watery phase for all the compounds. Recoveries in the
organic phase were between 70 and 83% for DBT, 4-m-DBT,
4,6-dm-DBT and 4,6 de-DBT and between 40 and 67% for
2-HBP, HBPS, DBTO, DBTO,. Very good precision in the
extraction was achieved for all the compounds in both methods
with R.S.D. values below 10%.

3.2. Comparison between the three analytical techniques

Linearity and inter/intra-day precision were investigated in
the three analytical techniques, similar and good results were
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Table 1
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Retention time, recoveries in watery and organic phases and limits of detection of the selected compounds, obtained by the use of the different techniques

Retention time (min), Retention time (min),

Recoveries (R.S.D. %) Limits of detection in full

GC-g-MS GC-IT-MS (N=6) scan mode (mg/l)
LLE SPE EI PCI HCI

2-HBP 11.6 12.45 100 (7) 67 (3) 1.40 1.00 0.043
DBT 14.4 15.29 90 (5) 78 (4) 0.50 0.10 0.005
4-m-DBT 15.5 16.34 100 (4) 83 (4) 0.40 0.10 0.002
4,6-dm-DBT 16.52 17.31 100 (10) 70 (6) 0.40 0.10 0.001
HBPS 17.14 17.90 110 (9) 40 (3) 1.80 1.00 0.003
DBTO 18.11 19.06 100 (6) 60 (8) 2.00 1.00 0.021
DBTO; 18.17 18.90 100 (4) 64 (2) 1.70 1.00 0.005
4,6 de-DBT 18.17 18.89 80 (8) 70 (5) 0.09 0.05 0.002
obtained for all the investigated compounds in the three tech-
niques. Results are not included in this paper as it is only focused
on the sensitivity and identification capabilities of the investi-
gated analytical techniques.

A practical limit of determination was calculated experimen-
tally in the three ionization modes by the injection of spiked 8
extract and calculated using a signal-to-noise ratio of 10. The : = Xy
limits of determination are shown in Table 1. Similar values were [ |
achieved in PCI and EI for all the compounds; they are ranged N a
from 0.05 mg/1 to 2 mg/l. However, the limits of determination
in HCI are at least two orders of magnitude lower than in PCI b ; ) -

dibenzothiophene 4,6-dimethy] dibenzothiophene

and El in all the cases. The low limits of detection achieved for
degradation products such as HBPS (see Table 1), which some
authors are not able to detect in biodesulfurization processes by
using GC-MS (EI) are of special interest [30]. For the above-
mentioned compound, the limits of determination in EI and PCI,
are 1.8 mg/l and 1 mg/l, respectively, while in HCI the limit of
determination is 0.003 mg/l which allows the determination of
this degradation product at very low concentrations.

GC-EI-MS, GC-PCI-MS and GC-HCI-MS were used to
identify the group of selected PASHs investigated in this work,
chromatograms obtained by the injection of a spiked extract at a
concentration of 0.5 mg/l under the conditions explained in the
experimental part were acquired applying each of the techniques
and are shown in Fig. 1. Good chromatographic separation was
obtained for most of the compounds except for DBTO2 and 4,6
de-DBT, where a coelution at the end of the chromatogram was
not resolved.

Identification capabilities of the three ionization modes were
compared by the acquisition of mass spectra in full scan mode
of all the compounds. In Table 2, the main ions obtained for all
the PASHs investigated in the three techniques are shown, to
construct this table each compound was injected individually.

The mass spectrum of dibenzothiophene under electron
impact ionization shows as base peak the ion at m/z 184
corresponding with the molecular ion, m/z 139 and 152, which,
correspond to the loss of the sulphur atom.

2-Hydroxybiphenyl, 4-m-dibenzothiophene and 3,4-dm-
dibenzothiophene and dibenzothiophene sulfoxide show the
molecular ion [M]* as base peak, m/z 170, 198, 212 and 216,
respectively. These compounds present little fragmentation in
GC-EI-MS and the ions show a relative abundance lower than
40% in most of the cases (see Table 2). HBPS does not show

7/

4,6-diethyl dibenzothiophene

7

] =
4-methyl dibenzothiophene

Dibenzothiophene and its alkylated derivatives

v "

HO

2-hidroxibiphenyl sulfinate Dibenzothiophene sulfoxide

A\

HO
2-hidroxibiphe nyl
Degradation Products of DBT

Dibenzothiophene sulfone

Fig. 1. Selected compounds for the study, including dibenzotiophene and three
alkylated derivatives of dibenzothiophene and four degradation products of
dibenzothiophene.
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Fig. 2. Chromatograms obtained under GC-EI-MS, GC-PCI-MS and GC-HCI-MS of a mixture of the studied compounds at a concentration of 0.5 mg/I.

Table 2

Molecular weight and main ions of the selected compounds in the three ionization modes

Mw Main ions in full scan mode (% relative abundance)
EI PCI HCI

2-HBP 170 170 (100), 141 (40), 115 (30) 171 (100), 199 (30), 211 (15) 261 (100), 281 (77), 199 (50), 301 (40), 170 (20)
DBT 184 184 (100), 139 (25), 152 (15) 185 (100), 213 (30), 225 (15) 315 (100), 184 (80)
4-m-DBT 198 198 (100), 165 (15), 199 (100), 227 (30), 239 (15) 329 (100), 198 (98)
4,6-dm-DBT 212 212 (100) 213 (100), 241 (30), 253 (15) 343 (100), 212 (100)
HBPS 233 216 (100), 187 (75), 168 (50), 139 (48) 217 (100), 201 (30) 185 (20) 347 (100)
DBTO 200 184 (100), 171 (50), 200 (50) 185 (100), 213 (40) 184 (100), 331 (<15)
DBTO, 216 216 (100), 187 (40), 168 (40), 139 (40) 217 (100) 347 (100), 216
4,6 de-DBT 240 225 (100), 240 (95), 210 (30) 241 (100) 240 (100), 371 (98)
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the molecular ion in its spectra, the base peak m/z 216 corre-
sponds to the loss of the hydroxyl group. 4,6 de-DBT presents
the ion m/z 225 as base peak which corresponds to the loss of a
methyl group, the molecular ions m/z 240 and 210 (loss of two
methyl groups) are present as well in the mass spectrum (see
Table 2). Dibenzothiophene sulphone presents the ion m/z 184
as base peak, which corresponds to the loss of an oxygen atom,
the molecular ion m/z 200 is present in the mass spectrum with
a relative abundance lower than 30%.

Electron impact ionization is the most popular technique
since its spectra are highly reproducible, which means that mass
spectral libraries can be used for the identification of unknowns.
Compound identification is currently performed by comparing
an unknown electron ionization MS spectrum with collections of
reference spectra. The identification process is based on search
algorithms which compare the obtained spectra with those of
a library, and which are generally implemented in the GC-MS
instrument. A spectral match and fit factor defines the certainty
of the identification. Although library searches are a powerful
tool for the identification of unknowns, for this purpose, a series
of conditions must be met: the compound must be included in
the library; the MS conditions at which both spectra have been
obtained must be similar; and finally, the GC separation must be
sufficiently efficient to obtain a clean mass spectrum.

Applying PCIL, using methane as the reagent gas, the [M+H]*
of all the compounds are obtained except for HBPS and DBTO,
which present the [M—OH + H]*, m/z 217 and the [M—O + H]*,
miz 185, respectively.

The HCI mode requires the use of an external ionization
source in which the ionization of the reactive gas takes place
by electron ionization (EI). From the reagent ions generated,
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Fig. 4. Chromatographic peak and mass spectra of the identified compounds (4,6 deDBT, 4,6-dm-DBT) in a sample of gasoline hydrodesulfurated extracted by the
proposed solid phase extraction method and analyzed by GC-HCI-MS.
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only those which are selected are stored in the IT. These trapped
reagent ions are allowed to react with sample molecules, which
enter the IT directly from the GC column through the trans-
fer line, forming CI products ions. This approach has a number
of potential advantages, including avoiding ion-molecule reac-
tions with neutral reagent and avoiding losses of negative ions
that occur when they move from the external source to the trap.
On the other hand, the adequate selection of a specific reagent
gas ion allows improvement in the selectivity of the analytical
method, especially in highly complex matrices.

When HCI is applied for the identification of the selected
group of PASHs, the [M+C3Fs]* ion is observed for all the com-
pounds except for HBPS which presents the [M—OH + C3Fs]*
ion. In addition to these adduct most of the compounds show in
their mass spectra the molecular ion [M]*.

Under GC-EI-MS, most of the compounds investigated in
this work can be identified by using the library, but as can be
seen in the chromatogram obtained (Fig. 2), a coelution in the
last part is not resolved (last peak in the chromatograms). In
Fig. 3, we show the mass spectra of this peak obtained by using
the three analytical techniques, the unresolved peak corresponds
with DBTO2 and 4,6-dm-DBT, the mass spectra show ions from
the two compounds. The EI spectra show many ions, the ions
with higher relative abundances are at m/z 225 and 240 and they
are results of the fragmentation of 4,6 de-DBT. The ions which
give the fragmentation of DBTO, (at m/z 216, 187, 168, 139)
are present in the spectra with a relative abundance lower than
40%.

In contrast, the PCI spectra show only two main ions, m/z
217 as base peak, and m/z 241 with a relative abundance of 60%,
they correspond with the [M+H]* of DBTO; and 4,6 de-DBT,
respectively. While in EI, the ions corresponding to DBTO; are
minorities in comparison with the ions corresponding to 4,6
de-DBT, in PCI. This compound presents a better analytical
response.

The HCI spectra show three main ions at m/z 347, 240 and
371, corresponding to the [M+C3Fs]* of DBTO; [M+C3Fs]* of
4,6 de-DBT and [M]* of 4,6 de-DBT, respectively.

When two compounds are coeluting, the mass spectra
obtained by chemical ionization is simpler than when EI is
applied. These techniques can be used as complementary tech-
niques for identification purposes.

4. Application to real samples

As we outlined in Section 1, the PASHs selected in this
work are frequently involved in biodesulfurization experiments.
DBT and alkylated derivatives are used as model compounds
for biodesulfurization, and the other compounds selected are
intermediates that can be found during a biodesulfurization reac-
tion or as final products in these degradation processes. These
biodesulfurization reactions are normally developed for a fur-
ther application in the biodesulfurization of crude oils, which
is a very complicated matrix and in which the identification of
compounds can be complicated.

A sample of hydrodesulfurated diesel extracted by the SPE
procedure optimized in this work was analyzed by GC-EI-MS,

GC-PCI-MS and GC-HCI-MS. Under PCI and EI, no com-
pounds were identified, however under HCI, two alkylated DBTs
were identified, namely 4,6 de-DBT and 4,6-dm-DBT. Chro-
matogram and mass spectra of these compounds are shown in
Fig. 4. These two compounds were identified by the presence of
the molecular ion and the [M+C3Fs]*.

GC-PCI-MS method was applied in a biodesulfurization
reaction which was performed under the conditions explained in
the experimental part. The biodesulfurization reaction was per-
formed with an initial concentration of 4-m-DBT (50 mg/l) as
model compound, the analysis by GC-PCI-MS revealed that a
similar concentration of 4-m-DBT is present in the initial and in
the final sample, and no transformation products were generated.
However, a low quantity of DBT was detected in the initial sam-
ple and 2-HBP, a transformation product of DBT, was detected
in the final sample. Initial and final samples of the biodesulfuri-
azation reaction were analyzed under HCI and electron impact
ionization-based techniques proposed in this work (HCI-MS and
GC-EI-MS) and no additional compounds were identified.

5. Conclusions

The extraction procedures and the analytical methods devel-
oped can be applied in the determination of PASHs in samples
from a degradation process.

The method typically employed in the identification of degra-
dation products in biodesulfurization process is GC-EI-MS [33].
This technique is very useful since libraries can be employed
but, in many cases, the technique is not able to identify degrada-
tion products. Consequently, more selective techniques based
on chemical ionization must be used in the identification of
degradation products.

An improvement in sensitivity is achieved by the use of GC-
HCI-MS, compared to GC-EI-MS and GC-PCI-MS, which is
required in the detection of some degradation products.
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Abstract

1D ZnO rods are synthesized using less explored hydrazine method. Here we find, besides being combustible hydrazine can also be used as a
structure-directing agent. The ratio of zinc nitrate (ZN) to hydrazine is found to control the morphology of ZnO. At lower concentration of ZN as
compared with hydrazine the morphology of ZnO is found to be spherical. As we increase the hydrazine content the morphology changes from
spherical (diameter ~ 100 nm) to the elongated structures including shapes like Y, T as well dumbbell (diameter ~40 nm and length ~ 150 nm).
Interestingly for more than 50% of hydrazine ZnO micro-rods are formed. Such rods are of diameter ~ 120 nm having length of about 1 wm for
ZN to hydrazine ratio of 1:9, isolated as well as bundle of rods are seen in scanning electron microscopy (SEM). The X-ray diffraction (XRD)
reveals the phase formation with average particle size of 37 nm as calculated using Scherrer’s formula. The high-resolution transmission electron
microscopy (HRTEM) is also done to confirm the d-spacing in ZnO. Gas sensing study for these samples shows high efficiency and selectivity
towards LPG at all operating temperatures. Photoluminescence (PL) study for these samples is performed at room temperature to find potential

application as photoelectric material.
© 2008 Elsevier B.V. All rights reserved.

Keywords: Nanostructures; Hydrazine; ZnO; Photoluminescence; LPG sensor

1. Introduction

Controlled synthesis of semiconductor nanostructures in
terms of size and shape has been strongly motivated and novel
applications can be investigated dependent on their structural
properties [ 1-4]. Among various semiconductor nanostructures,
variety of nanostructures of ZnO has been investigated present-
ing it as richest family of nanostructures. It crystallizes in a
wurtzite structure and exhibits n-type electrical conductivity [5].
7ZnO nanomaterial with one-dimensional (1D) structure, such
as nanowires or nanorods, are especially attractive due to their
tunable electronic and opto-electronic properties, and the poten-
tial applications in the nanoscale electronic and opto-electronic
devices [6].

* Corresponding author. Tel.: +91 20 25902276; fax: +91 20 25902636.
E-mail address: is.mulla@ncl.res.in (I.S. Mulla).

0039-9140/$ — see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.01.063

Zinc oxide has proven itself as one of the competitive and
promising candidates to replace expensive materials like CdS,
TiO7, GaN, SnO3, and In, O3 for applications such as solar cells
[7], photocatalysis [8], ultraviolet laser [9,10], transparent con-
ductive oxides [11], spintronics [12], and gas sensors [13]. For
gas sensor application, SnO, has been the most investigated
material. However, ZnO is particularly applicable to gas sen-
sors because of its typical properties such as resistivity control
over the range 1073 to 10 ~> cm, high electrochemical stability,
absence of toxicity, and abundance in nature [14]. ZnO gas sen-
sors have been fabricated in the form of powders, pellets, thick
and thin films.

The most important aspect for an ideal sensor is to have 3 *S’,
i.e. sensitivity, selectivity, and stability. Many reviews on current
research status of sensors based on various new types of nanos-
tructured materials such as nanotubes, nanorods, nanobelts,
and nanowires are available [15,16]. These nanostructure-based
sensors represent a powerful detection platform for a broad
range including biological sensors, electrochemical sensors,
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gas sensors, optical sensors, pH sensors, orientation sensors,
etc. The sensing devices include individual nanostructured sen-
sors, multi-nanostructured sensors, MOSFET-based sensors,
and nanostructured film sensors. These nanosensor devices have
number of advantages such as high sensitivity, selectivity, fast
response, and recovery time which sets them apart from other
sensors available today [17]. Furthermore, development of gas
sensors to monitor combustible gases is imperative due to the
concern for safety requirements in homes and for industries,
particularly for detection of LPG, which is one of extensively
used but potentially hazardous gases, because explosion acci-
dent may be caused when it leaks out accidentally or by mistake.
So the detection of LPG is necessary for domestic appliances.
Many researchers world wide are tailoring ZnO either in doped
or undoped form to be used as gas sensor, few to be mentioned
here are as NO; [18], NH3 [19], CO [20], and LPG [21] sensors.

Pal and Santiago [22] reported the synthesis of different mor-
phologies ZnO nanostructures using hydrothermal technique
by controlling the content of ethylenediamine (soft surfactant)
and the pH of the reaction mixture. Yang and co-workers [23]
reported the synthesis of flower-like ZnO nanostructures by

cetyltrimethylammonium bromide (CTAB)-assisted hydrother-
mal process. However, the morphological control and crystal
evolution of flower-like ZnO nanostructures remain challenging
to material scientists.

Herein we report tailoring of various morphological changes
from nanosphere to nanorods in various shapes and to micron
rods using controlled hydrazine as surface directing agent. Their
gas sensing study has also been carried out at various operat-
ing temperatures and is found to be good reducing gas sensor.
The luminescent property of ZnO rods has been investigated
extensively for their potential use as photoelectric material.

2. Experimental

Various morphologies of ZnO were synthesized by wet chem-
ical method. Hydrazine, a combustible agent is used in this
synthesis. Not much synthesis is done by this method. All chem-
icals used herein are of Loba Chem, India (AR Grade). A known
quantity of zinc nitrate (ZN) was added in double distilled
water of 500 ml. A white precipitate was formed on addition
of hydrazine. The concentration ratios of ZN to hydrazine were

Fig. 1. SEM images for various concentration of ZN:hydrazine: (a) 1:2, (b) 1:4, (c) 1:9, and (d) 1:9.
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varied as follows: (a) 1:2, (b) 1:4, and (c) 1:9. These solu-
tions were continuously stirred for 30 min and kept for aging
for 10 days. Later these were filtered and dried at room tem-
perature for 24 h and then calcined in the furnace at 300 °C for
5h to remove the organic volatiles and white ZnO powder is
formed.

The structural and particle size determination was done by
XRD using copper Ka line with an accelerating voltage of 40 k'V.
PANalytical X’Pert PRO machine was used for the same. The
SEM images were observed using Leica Cambridge 440 micro-
scope while HRTEM was done using JEOL 2010. Gas sensing
and PL studies were carried to explore the possible applications
for these samples. The gas sensing study was performed for
ZnO micro-rods by making them as pellets. The pellets of diam-
eter 6 mm and thickness 2 mm were made using hydraulic press.
These were then sintered for 2 h at 275 °C so as to have mechan-
ical strength. For electrical measurements, silver paste contacts
were used to form ohmic contacts on the ZnO pellets. The exper-
imental details for gas sensing study are described by Navale et
al. [18]. The powder sample was sonicated in iso-propanal and
the emission spectrum was recorded using PerkinElemer LS-55
of Xenon source with 325 nm.

3. Results and discussions

The possible reaction occurring in the solution is as follows:

7Zn(NO3),-6H,0 + NoHs — ZnO + 2HNO3 + N +6Hp + O

Fig. la—c shows the SEM images of ZnO with various
morphologies. In Fig. 1a distinct spheres of average diameter
~100 nm are seen. Fig. 1b shows 1D rods in various forms like
Y, T, as well as dumbbell shapes. The rods here are of diame-
ter 40-50nm and length ~150 nm. It is interesting to note that
in Fig. la there is no other morphology except spheres while
Fig. 1b does not show any spheroidal form. Fig. 1¢ shows uni-
form 1D rods of diameter ~120 nm and length ~1 pm, while
Fig. 1d shows flower- and bud-like structures. It can be seen
that for lower concentration of hydrazine the ZnO is in the
nanoform without any aggregation. While for high concentration
of hydrazine (1:9), ZnO takes the form of micro-rods without
any nanostructures. The lower hydrazine contents allow iso-
lated nucleation while higher hydrazine concentration brings
the entire nucleating centre together to facilitate aggregation
and develop into microstructures. Thus we conclude that the
ratio of ZN to hydrazine plays an important role in control-
ling the morphology of our powders. In the present study we
observe that hydrazine being combustible is also acting as a
structure-directing agent. Fig. 1c shows isolated nanorods as
well as cluster of rods bundled together to form flower-like struc-
ture as seen in Fig. 1d for 1:9 Zn to hydrazine ratio. It is observed
that only the spindles or the typical flower-like structure with
the bundles of zinc oxide rods emerge from single nucleus. The
absence of the long rods suggests that the growth of zinc oxide
rods triggers from the nucleus very systematically in the pulses
giving rise to flower-like structure. This might be facilitating due
to the variations in the stirring speed during synthesis. In gen-
eral, it can be stated that the morphology of the zinc oxide can be
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Fig. 2. XRD pattern for ZnO nanorods.

tailor made by controlling mainly the ratio of ZN to hydrazine
and stirring parameter.

The XRD diffraction pattern shown in Fig. 2 for micro-rods
is found to match with that mentioned in JCPDS 36-1451. The
average crystallite size was calculated using Scherrer’s formula,
t=0.94/8 cos 6 and was found to be ~37 nm. The lattice param-
eters calculated for hexagonal phase of ZnO using

1 43> +hk+k* P2
2= . ta
has been calculated to be a=3.238 A and ¢=5.189 A which
are in close agreement with the reported JCPDS 36-1451. The
HRTEM image in Fig. 3 indicates the d-spacing along the (1 0 0)
plane to be 2.804 A and is found to match with that reported in
literature [JCPDS].

The gas sensing studies for the pellets (for sample with 1:9)
are in temperature range of 250-350 °C. It was found that only
reducing gases were sensed. The reducing gases used were Hp,
ethanol, H>S, NH3, and LPG. The response time is of several
minutes at 250 °C while a large improvement was observed at
higher operating temperatures. The response time is explained
in literature [18]. The samples show high efficient response and

Fig. 3. HRTEM image along the (1 00) plane.
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Fig. 4. Gas response (%S) against various reducing gas at operating temperatures: (a) 250 °C, (b) 275 °C, (c) 300 °C, and (d) 350°C.

high selectivity towards LPG (200 ppm) as compared with other
gases.

The change in electrical resistance was used as a measure for
gas response study at various temperatures. The gas response
(%S) is calculated as follows:

(Ry — Ry) x 100
R,

%S =

where R, is resistance of the sample in air; Ry is resistance of
the sample when exposed to gas.

The %S against various reducing gases is shown in Fig. 4. At
lower operating temperature samples take longer time to sense
the gas while for higher operating temperatures the sensing is
fast. On the bar graph is shown the time required for sensing.
Fig. 5 shows sensing response (%JS) at various operating tem-
peratures. It is seen that for temperatures lower and higher than
275 °C, the gas response is less (%S) indicating 275 °C to be an
optimum temperature to have high sensing response at the cost
of sensing time. While for higher operating temperatures the
sensing period is short but response is less. The response for our
samples is found to be better than that reported in literature [21].

3200

250 270 290 310 330 350

Temperature (°C)

Fig. 5. Gas response (%S) against operating temperatures (°C).

However independent of temperature it shows high selectivity
for LPG.

The PL study done for 1:9 composition at room temper-
ature using excitation wavelength of 325nm. The emission
spectrum (Fig. 6) matches to that reported in literature [24].
Three emission peaks accompanied with weak shoulder peaks
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Fig. 6. PL observed at room temperature.

were observed. The intense peaks 411, 471, and 517 nm can be
assigned to violet, weak blue and green regions, respectively.
The strong violet emission corresponds to near band edge emis-
sion of the wide band gap of ZnO due to annihilation of excitons
[25]. The weak blue implies that there are few surface defects in
ZnO. The green band emission corresponds to the singly ionized
oxygen vacancy in ZnO and results from the recombination of
photogenerated hole with the single ionized charge state of this
defect [26].

4. Conclusions

1D ZnO rods were synthesized using less explored hydrazine
as a structure-directing agent. Controlled ratio of ZN to
hydrazine is found to give various morphologies of ZnO. We
also report high sensitivity as well as selectivity towards LPG.
The optimum operating temperature we found for our sample is
275 °C. The emission spectrum shows intense peaks for violet,
weak blue and green regions which can be attributed to annihi-
lation of excitons, surface defects and ionized oxygen vacancy,
respectively.
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Abstract

This paper reports a simple, rapid, and effective method for quantitative analysis of 6-methylcoumarin (6-MC) and 7-methoxycoumarin (7-
MOC) in cosmetics using excitation—emission matrix (EEM) fluorescence coupled with second-order calibration. After simple pretreatments,
the adopted calibration algorithms exploiting the second-order advantage, i.e., parallel factor analysis (PARAFAC) and self-weighted alternating
tri-linear decomposition (SWATLD), could allow the individual concentrations of the analytes of interest to be predicted even in the presence of
uncalibrated interferences. In the analysis of facial spray, with the external calibration method, the average recoveries attained from PARAFAC
and SWATLD with the factor number of 3 (N=3) were 101.4£5.5 and 97.5 +£4.1% for 6-MC, and 103.3 £ 1.7 and 101.7 + 1.8% for 7-MOC,
respectively. Moreover, in the analysis of oil control nourishing toner, the standard addition method (SAM) was suggested to overcome the partial
fluorescence quenching of 6-MC induced by the analyte—background interaction, which also yielded satisfactory prediction results. In addition,
the accuracy of the two algorithms was also evaluated through elliptical joint confidence region (EJCR) tests as well as figures of merit (FOM),
including sensitivity (SEN), selectivity (SEL) and limit of detection (LOD). It was found that both algorithms could give accurate results, only
the performance of SWATLD was slightly better than that of PARAFAC in the cases suffering from matrix effects. The method proposed lights a
new avenue to determine quantitatively 6-MC and 7-MOC in cosmetics, and may hold great potential to be extended as a promising alternative for
more practical applications in cosmetic quality control, due to its advantages of easy sample pretreatment, non-toxic and non-destructive analysis,
and accurate spectral resolution and concentration prediction.
© 2008 Elsevier B.V. All rights reserved.

Keywords: 6-Methylcoumarin; 7-Methoxycoumarin; Cosmetics; Excitation—emission matrix fluorescence; PARAFAC; SWATLD

1. Introduction contact in the presence of sunlight. Therefore, China Standards

has announced the use of 6-MC in cosmetic products with a

The coumarin derivatives, 6-methylcoumarin (6-MC) and 7-
methoxycoumarin (7-MOC), have been widely used as fragrance
enhancers in many cosmetic products [1]. However, in terms of
toxicological experiments [2,3], both 6-MC and 7-MOC have
been validated to be potent photo-contact sensitizers which may
cause serious skin and systemic disorders in some consumers on

* Corresponding author. Tel.: +86 731 8821818; fax: +86 731 8821818.
E-mail address: hlwu@hnu.cn (H.-L. Wu).

0039-9140/$ — see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.01.026

maximum concentration of 0.003% (30 mgkg~!) [4]. Recently,
the European Commission stipulates that the use of 7-MOC as
a fragrance ingredient in cosmetics should be prohibited [5]. In
order to protect consumer’s health, it is therefore important to
establish an effective routine method for quantifying the two
fragrance ingredients in cosmetic products.

A series of analytical techniques [4,6—17] have been devel-
oped for the determination of coumarins in different matrices,
including gas chromatography (GC) with mass spectromet-
ric detection [6,7,17], high-performance liquid chromatography
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(HPLC) with ultraviolet [4,8,16], fluorescence [9] or mass spec-
trometric detection [10], thin-layer chromatography (TLC) with
ultraviolet detection [11], capillary electrophoresis with ultravi-
olet [12,13] or laser-induced fluorescence detection [14] and
supercritical-fluid chromatography (SFC) [15]. Among these
conventional techniques, HPLC [4,16] and GC [17] are the pri-
mary ones for the routine determinations of 6-MC and 7-MOC
in cosmetic products. Unfortunately, both HPLC and GC may
inherently suffer from the main disadvantages associated with
the need of large amounts of hazardous organic solvents, large
sample volumes and/or tedious and time-consuming pretreat-
ment procedures. Moreover, since the interferences depend on
the source of the sample, it may be troublesome to optimize
the separation conditions for each particular analyte of interest
and every unknown interferent. On the other hand, the spec-
trofluorimetry methods have proved capable of providing high
sensitivity and clean spectrum acquisition, and are considered
to be suitable for quantitative analysis of the analytes of interest
that possess natural fluorescence, e.g., 6-MC and 7-MOC. How-
ever, quantification of 6-MC and 7-MOC in cosmetics is still
difficult to be achieved without thorough previous separation
procedures. This is due to the facts that the serious overlapping
between the fluorescence spectra of 6-MC and 7-MOC occurs,
and the natural interferences in the complicated backgrounds of
cosmetic products remarkably affect the fluorescence signals of
the analytes. To the extent of our literature search, the simulta-
neous determination of 6-MC and 7-MOC in cosmetic products
using a spectrofluorimetric method has not been reported so far.

Increasing interest in rapid development and extensive appli-
cations of various second-order calibration methods which
utilize “mathematical separation” instead of “physical or chem-
ical separation” of background interferences has been recently
kindled to achieve simple experimentation, and direct concen-
tration determination as well as spectral profiles of the analytes
of interest in complex matrices. A great variety of second-order
calibration algorithms have been proposed, such as generalized
rank annihilation method (GRAM) [18], parallel factor analysis
(PARAFAC) [19], bilinear least squares (BLLS) [20], alternating
tri-linear decomposition (ATLD) [21] and self-weighted alter-
nating tri-linear decomposition (SWATLD) [22]. In contrast to
other traditional measurement techniques, these methods allow
for direct concentration determination of single analyte or the
simultaneous concentration determination of multiple analytes
even in the presence of uncalibrated interferences, which has
been called the “second-order advantage”. With the applica-
tion of the property, numerous second-order calibration methods
have proved wide practical applications, mainly including drugs
analysis [23], environment monitoring [24], quality control and
food analysis [25]. Furthermore, it was also reported recently
that the combination of PARAFAC and excitation—emission
matrix (EEM) fluorescence spectroscopy can be used for the
monitoring of bioprocesses [26], and characterization of natu-
ral organic material [27]. Nevertheless, there is no attempt to
introduce the second-order calibration methods into cosmetic
analysis to date.

In the present study, a simple, rapid, and effective method
for the direct quantitative analysis of 6-MC and 7-MOC in cos-

metics was proposed, by combining excitation—emission matrix
fluorescence with second-order calibration strategies based on
both PARAFAC and SWATLD algorithms. Herein, the external
calibration method was employed to simultaneously determine
6-MC and 7-MOC in facial spray samples which only existing
spectral overlapping, and the standard addition method (SAM)
was utilized for the quantification of 6-MC in oil control nour-
ishing toner samples in order to overcome the fluorescence
quenching problem arose from matrix effects. Moreover, the
figures of merit (FOM) involving sensitivity (SEN), selectivity
(SEL) and limit of detection (LOD) were investigated, and the
accuracy of the proposed method was also estimated by using
the elliptical joint confidence region (EJCR) test.

2. Theory
2.1. PARAFAC and SWATLD

The rapid development of modern hyphenated instruments
capable of generating second-order data has led to a resurgence
of interest in the development of second-order calibration-based
analytical methodologies. Recently, a review of the benefits and
applications of these methods was reported by Escandar et al.
[28]. Since the decomposition of a three-way data array stacked
with a serial of response matrices measured for each sample is
often mathematically unique, the second-order calibration meth-
ods can overcome the well-known rotational freedom problem
present in bilinear matrix decomposition methods [29] and give
rise to physical and chemical solutions. In other words, the prin-
cipal advantage the second-order calibration methods over the
bilinear methods is that quantitative analysis of analytes of inter-
est using the former methods can be performed even in the
presence of uncalibrated interferences or in cases when there
are compounds which are not present in all samples, only main-
taining the species of interest the same in both the calibration
standard(s) and the sample(s) to be analyzed.

Fluorescence excitation—emission matrices are the most
acceptable instances due to their perfect tri-linear property, and
several available second-order calibration algorithms have been
developed and applied to enhance the wealth of information
offered by this kind of data. Especially useful are PARAFAC
[19] and SWATLD [22], which yielded better results in most
cases according with the literatures and our own experience.
Both of them implemented to EEMs can provide access to
extract reliably the spectral profiles and estimate accurately the
concentrations of analytes of interest even in the presence of
unknown interferents and uncalibrated spectral interferences.
The PARAFAC and SWATLD algorithms are applied to a three-
way array by stacking K response matrices, X, with dimensions
I x J x K (I is the number of excitation wavelengths, J the num-
ber of emission wavelengths and K the number of samples), and
decompose it based on the tri-linear component model as follow.

N
Xijk = Zainbjnckn +ep=1,2,...,
n=1

Lj=1,2, ..., ;k=12, ..., K), (1
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where x;j is the fluorescent intensity of sample k at excitation
wavelength i and emission wavelength j, and N denotes the num-
ber of factors, which should be considered as the total number
of fluorescing species, consisting of the components of interest
and the background as well as uncalibrated interferences. a;,
is the element (i, n) of an I x N matrix A with relative exci-
tation spectra of the N species; bj, is the element (j, n) of a
J x N matrix B with relative emission spectra of the N species;
Cin 1S the element (k, n) of a K x N matrix C with relative con-
centrations of the N species in K samples; and e;j; represents
the element of an I x J x K three-way residual array, E. For
PARAFAC, an alternating least squares approach is employed
to solve the tri-linear component model by successively assum-
ing the loading matrices in two modes known and estimating
the unknown parameters in the last mode, which minimizes the
sum of squares of the residuals e;j. However, SWATLD solves
the tri-linear component model by alternatively minimizes three
objective functions with intrinsic relationship. For more detailed
information on these two algorithms, the reader is referred to the
original literature [19,22]. Thus, after finishing the simultane-
ously decomposition of the standard and unknown spectra, one
can resort to the aid of the resolved excitation and emission pro-
files, A and B, for verification of the association of each of the N
columns in the relative concentrations, C, with particular species
profiles. The final concentration estimation in the unknown sam-
ples can be obtained by regression of the appropriate column of
C that corresponds to the analyte of interest against its standard
concentrations.

The traditional PARAFAC algorithm [19] is sensitive to the
estimated component number in a system, and either over-
estimation or under-estimation of the underlying factors will
result in erroneous results. Hence, the core consistency diagnos-
tic (CORCONDIA) test [30] is used to determine the number
of components in the present work. The goal of this strategy
is to check the rationality of the structural model based on
the data, and find the number of latent components in terms
of the internal parameter known as core consistency, which
indicates how well the given model is in concert with the
distribution of superdiagonal and off-superdiagonal elements
of the Tucker3 core. The core consistency is calculated as a
function of a trial number of components. When the core con-
sistency drops from a high value, above approximately 60%,
to a low value, this indicates that an appropriately number of
components has been attained. Unlike the PARAFAC algorithm,
SWATLD is insensitive to the excess on the factor number and a
rough estimation can theoretically guarantee the correctness of
results.

2.2. Second-order standard addition method (SOSAM)

Matrix effects often occur and the instrument responses
of the analyte sometimes change in scale or shape because
of chemical interactions between the analyte and the interfer-
ing species. In these cases, the external calibration methods
are no longer effective, and the standard addition method
[31] as a means of overcoming matrix or background effects
is recommended to ensure accurate results. In contrast to

external standard calibration, standard addition has the dis-
advantage of being more time-consuming as a function of
various standard additions. However, it is an alternative in
situations where the external calibration is not feasible. In par-
ticular, the second-order standard addition method [32] with
the “second-order advantage”, an extension of SAM to second-
order data, can be utilized to circumvent this drawback induced
by matrix effects and simultaneously determine several com-
ponents in the presence of unexpected interferences. In this
paper, the SOSAMs based on both PARAFAC and SWATLD
algorithms were applied to excitation—emission matrix fluo-
rescence data. In a typical SOSAM [33] analysis, there are
three major steps: (i) with an appropriate number of factors,
PARAFAC or SWATLD algorithms are applied to decompose
the three-way data array X which gathers the second-order
response data of the sample and of each successive addition;
(ii) through comparing the loadings of the spectral modes
with the spectrum of pure analyte, one can identify the col-
umn corresponding to the analyte of interest in the relative
concentration matrix; and (iii) the estimated concentration of
each analyte can be found through the regression of the val-
ues of the identified column against the standard addition
concentrations, in the same way as in univariate standard addi-
tion.

2.3. Figures of merit

The determination of figures of merit is an important req-
uisite for method comparison, such as SEN, SEL. and LOD.
In second-order calibration, the evaluation of FOM is closely
relative to the calculation of net analyte signal (NAS), which
is defined as the part of the signal that relates uniquely to
the analyte of interest. The calculation of NAS can be accom-
plished as described elsewhere [34], the following equations
can be obtained to estimate the SEN and SEL in this present
work.

SEN = A{[(ATA) "1+ [BTB) '1},,~1/2, )
SEL = {[(ATA) "1+ [(BTB) '1},,~ /2, 3)

where nn designates the (n, n) element of matrix
[(ATA)"11*[(BTB)~'], A is the total signal for compo-
nent n at unit concentration, which is also the parameter
converting scores to concentrations, and the symbol * indicates
the Hadamard product. Notice that when the second-order
advantage is employed, Egs. (2) and (3) imply that SEN
and SEL are sample-specific and cannot be defined for the
multivariate method as a whole. In such cases, average values
for a set of samples can be estimated and reported.
The LOD is estimated according to Eq. (4) [35,36].

LOD = 3.35(0) )

where s(0) is the standard deviation in the predicted concen-
tration for three different background blank samples, in the
PARAFAC and SWATLD.
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3. Experimental
3.1. Reagents and chemicals

All reagents and chemicals used were of analytical reagent
grade. Two coumarins, 6-MC and 7-MOC, were purchased from
Sigma—Aldrich Corporation (USA) and National Institute for
Control of Pharmaceutical and Biological Products (Changsha,
China), respectively. Stock solutions of 6-MC (0.586 mgml~!)
and 7-MOC (0.085 mg ml~!) were prepared in a 100 ml brown
volumetric flask by dissolving in ethanol and then stored at 4 °C
in a refrigerator, remaining stable for at least 3 months. The
working solutions of 6-MC and 7-MOC were daily prepared by
diluting the stock solutions with doubly distilled water. Phos-
phate buffered saline solutions (PBS) were prepared by using
0.067 mol1~! NayHPO, and 0.067 mol 1! K,H,PO4 with dif-
ferent pH values. Doubly distilled water was used throughout
the experiments.

The illegal addition of either or both of 6-MC and 7-MOC
used as fragrance ingredients may be mainly introduced in lig-
uid cosmetic products, few in solid or emulsified ones which
must be converted into a liquid form with some necessary pre-
treatments [4]. Hence, in our paper two kinds of liquid cosmetic
products bought from commercial market in Changsha (China),
i.e., transparent face spray and semitransparent oil control nour-
ishing toner, were chosen in recovery analytical experiments.
Both of 6-MC and 7-MOC were demonstrated to be absent in
these cosmetic products. Owing to the use of 95% ethanol as the
solvent in most liquid cosmetic products, the face spray was used
without any pretreatments, but the oil control nourishing toner
should be ultrasonically treated for 15 min and then centrifuged
at 8000 x g for 10 min for further use.

3.2. Apparatus

All of the fluorometric measurements were performed on
an F-4500 fluorescence spectrophotometer (Hitachi, Japan)
equipped with a continuous xenon lamp. In all cases, a 1.00 cm
quartz cell was used. All computer programs were written in
Matlab, and all calculations were carried out on a personal com-
puter under the Windows XP operating system. All glassware
were previously soaked in chromate lotion overnight, and then
rinsed with doubly distilled water before use.

3.3. Analytical methodology

Prior to analysis, the linear analytical ranges and the influ-
ence of pH on the fluorescence spectra were investigated for
both 6-MC and 7-MOC, respectively. It was found that by
linear regression between different concentrations and rela-
tive fluorescence intensity, a linear concentration range of
3.520-11.720 wg ml~! of 6-MC and a linear concentration range
of 0.000—4.080 g ml~! of 7-MOC were realized. Moreover,
the pH in the range of 4.5-9.2 showed slight effect on the flu-
orescence intensity of both 6-MC and 7-MOC, but the base
hydrolysis of the two fragrance ingredients took place when
pH was further increased. The fluorescence intensity of the two

Table 1
6-MC and 7-MOC concentrations in the calibration and test sets

Sample 6-MC (ngml~) 7-MOC (x1073 pgml~")
Cl 4.102 40.800
2 4,688 34.000
C3 5.274 30.600
C4 5.860 27.200
cs 6.446 20.400
C6 7.032 13.600
c7 8.204 6.800
C8 8.790 0.000
Tl 3.516 20.400
T2 4.688 19.040
T3 5.860 16.320
T4 6.446 13.600
T5 7.618 12.240
T6 8.556 10.200

fragrance ingredients peaked at pH 7.0, suggesting a recom-
mended value for the experiments. So in order to confirm the
effectiveness of the method proposed, all samples were prepared
according to the linear range of the analytes and adjusted pH
value to 7.0 with 2 ml phosphate buffered saline solutions.

3.3.1. Simultaneous determination of 6-MC and 7-MOC in
facial spray

Twenty-two samples were prepared for the simultaneous
determination of 6-MC and 7-MOC in facial spray. The
first eight samples (C1-C8) were built as a calibration set.
The concentration levels correspond to values in the range
4.102-8.790 wg ml~! for 6-MC and 0.000-40.800 ng ml~" for
7-MOC. In addition, six samples (T1-T6) containing only 6-MC
and 7-MOC with the concentrations within their correspond-
ing calibration ranges as a test set were prepared to validate
the quality of the chemometric algorithms. Table 1 lists the
concentrations of the two analytes in both calibration and test
samples. Eight prediction samples (P1-P8) were constructed by
spiking facial spray with the two fragrance ingredients yield-
ing concentrations in the range 4.102-8.556 g ml~! for 6-MC
and 7.480-37.400ngml~! for 7-MOC, respectively (Table 2).
Duplicate analysis was performed for each sample. The spectra
of PBS blank solution and facial spray blank solution with 10
times dilution were recorded in triplicate experiments during the
whole analysis procedure.

3.3.2. Quantification of 6-MC and 7-MOC in oil control
nourishing toner

The quantification of 7-MOC in oil control nourishing toner
in the presence of 6-MC was done following a similar procedure
to that described for the simultaneous determination of 6-MC
and 7-MOC in facial spray. Table 2 lists the concentrations of
the samples. 6-MC was not added in the calibration set but it was
added in both test set and prediction set acting as an interferent.

To determine 6-MC in oil control nourishing toner, toner
samples were spiked with appropriate amounts of standard
solutions, obtaining concentration levels between 26.370 and
38.090 wg ml~!. One milliliter of spiked toner samples and 2 ml



1264

Table 2

Added and predicted concentrations for 6-MC and 7-MOC in spiked facial spray and oil control nourishing toner samples

Predicted concentration (recovery %)

Added concentration

Sample

Qil control nourishing toner

Facial spray

7-MOC (x 1073 pgml~")

6-MC (ngml~1)

7-MOC

7-MOC

6-MC

SWATLD PARAFAC SWATLD PARAFAC SWATLD

PARAFAC
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PBS were added into 10 ml volumetric flasks. For each con-
centration, five successive additions of 50 .l working solutions
were performed and the flasks were completed to the mark
with doubly distilled water. All measurements were carried out
in duplicate. The spectra of PBS blank solution and oil con-
trol nourishing toner blank solution were recorded in triplicate
during the whole analysis procedure.

3.4. Measurements

All of the spectral surfaces were recorded at excitation wave-
lengths varying from 265 to 350 nm in 3 nm steps, and emission
wavelengths varying from 365 to 450 nm in 3 nm steps with a
scanning rate of 1200 nm min~'. The slit width was 5.0/5.0 nm.

4. Results and discussion

Fig. 1 shows the three-dimensional EEMs plots of pure 6-MC
and 7-MOC in standard samples in the well-chosen excita-
tion and emission wavelength ranges which avoid Rayleigh and
Raman scatterings. As shown in Fig. 1a, 6-MC presented a broad
emission band with a peak value at 410 nm and two excitation
maxima at 285 and 325 nm. Moreover, 7-MOC exhibited strong
fluorescence, and the maximal excitation and emission peaks
were found to be at 330 and 390 nm, respectively (Fig. 1b).
Obviously, the spectroscopy peaks of 7-MOC will be much
more intense than that of 6-MC when they possess the same
concentrations.

In order to avoid the decomposition dominated by the 7-
MOC peaks, the appropriate dilution was carried out in the
experiment according to the China Standards and European
Commission. Even after the reasonable dilution, however, a seri-
ous overlapping between the EEMs of 6-MC and 7-MOC was
experimentally observed, which consequently made the quanti-
tative analysis of the two analytes using traditional fluorescent
methodologies impossible. In such instances, first-order calibra-
tion methods can be chosen to predict the concentration of the
components of interest without tedious separation steps, even in
the lack of spectrum selectivity. Unfortunately, however, these
methods may be restricted when they are used for simultaneously
analyzing 6-MC and 7-MOC in complex cosmetic matrices, i.e.,
facial spray and oil control nourishing toner. This may be in
agreement with the fact that the complex cosmetics either exhibit
overlapped emission fluorescence spectroscopy with 6-MC and
7-MOC (Fig. 1c and d), or interact with the two analytes result-
ing in the changes of spectra signals in scale. Accordingly, the
first-order calibration methods, which require all the detectable
species including analytes and interferences to be present in both
calibration and prediction samples, are practically impossible to
be utilized in these cases.

Alternatively, one can resort to the second-order calibration
methods that allow for unique decomposition of tri-linear data
and only require that the species of interest in both calibra-
tion standards and the samples are the same. In this paper,
PARAFAC and SWATLD algorithms were recommended to
assay the contents of 6-MC and 7-MOC in facial spray and
oil control nourishing toner, which fully exploit the “second-
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Fig. 1. Three-dimensional plots of the excitation—emission matrix fluorescence spectra: (a) for 8.790 wgml~! of pure 6-methylcoumarin; (b) for 27.200 ng ml~! of
pure 7-methoxycoumarin; (c) for facial spray and (d) for oil control nourishing toner, with 10 times dilution.

order advantage” to accomplish reliable resolution of spectra
and accurate quantification of individual components of interest.

4.1. Simultaneous determination of 6-MC and 7-MOC in
facial spray

Prior to analysis, the reliability of the calibration models was
validated by investigating a test set of six samples (T1-T6) with-
out interferences. Subsequently, both PARAFAC and SWATLD
algorithms were applied for the decomposition of the three-way
array formed by stacking the excitation—emission fluorescence

matrices for the six test samples and other eight calibration sam-

ples (C1-C8). The predicted recoveries of 6-MC and 7-MOC in

the six test samples by using both PARAFAC and SWATLD

algorithms were found to be 101.6 and 102.9% for PARAFAC
and 103.3 and 101.5% for SWATLD, respectively. The results

clearly indicate that the chemometric algorithms chosen are reli-

able for the simultaneous quantification of 6-MC and 7-MOC in

facial spray. The specific implementation as well as the study of
facial spray samples will be discussed in details below.

Eight prediction samples (P1-P8) were prepared with the

concentrations of 6-MC and 7-MOC shown in Table 2. The

value of core consistency parameter was first analyzed using
PARAFAC or SWATLD to estimate the optimal component

number N for each facial spray sample. The analysis using the
core consistency diagnostic test indicates that three factors are
necessary, because there is sharp decrease in core consistency
when more factors are utilized, denoting a recommended factor
number of three consisting of two target analytes and one natural
interferent from the facial spray background.
Fig. 2 shows the actual spectral profiles and the loadings from
the decomposition of the excitation—emission matrix fluores-
cence data array obtained for both the calibration and predicted
samples by using PARAFAC (Fig. 2al and bl) and SWATLD
(Fig. 2a2 and b2) with the factor number of three (N=3). The
loadings associated with the excitation mode were shown in
Fig. 2a and the loadings associated with the emission mode were
shown in Fig. 2b. These excitation and emission spectral profiles
were collected into the matrices A and B, respectively. In Fig. 2,
the solid lines and dash dotted lines represented the loadings of
6-MC and 7-MOC, respectively, and the long dashed lines rep-
resented the loadings for an inherent interference deriving from
the facial spray background. Moreover, the dotted solid lines
denoted the actual spectral profiles of the two analytes. It was
found that not only the loadings in the excitation and emission
modes of 6-MC and 7-MOC were quite similar to their actual
ones, but also the structures of the excitation and emission modes
of the interesting analytes were not affected by the variety of the
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Fig. 2. Loadings, normalized to unit length, obtained from both PARAFAC and SWATLD with N =3 for the facial spray samples and the actual spectral profiles: (a)

excitation and (b) emission.

algorithms chosen, which implies the good reliability and sta-
bility of the decomposition based on the second-order methods,
as corresponding to tri-linear data.

With the aid of the spectral profiles extracted by these algo-
rithms, the corresponding column in absolute concentration
modes to the analyte as a function with its standard concen-
trations can be found to evaluate the actual concentrations
in facial spray samples through a linear regression, similar
to a calibration curve plot. The prediction results using both
PARAFAC and SWATLD algorithms with N=3 were summa-
rized in Table 2. For 6-MC, the average predicted recoveries
gained from PARAFAC and SWATLD are 101.4+5.5 and
97.5 £4.1%, respectively. For 7-MOC, the predicted recover-
ies gained from PARAFAC and SWATLD are 103.3+ 1.7 and
101.7 + 1.8%, respectively. These results show that both second-
order calibration algorithms allow for the satisfactory prediction
capacity of simultaneous determination of 6-MC and 7-MOC in
complex facial spray matrix.

4.2. Quantification of 6-MC and 7-MOC in oil control
nourishing toner

With a similar experimental scheme in the analysis of facial
spray samples, both PARAFAC and SWATLD methods were
also utilized to quantify the 6-MC and 7-MOC in oil con-
trol nourishing toner samples with N=3 suggested by the
core consistency test. The loading profiles related to excita-
tion and emission modes together with the actual ones were

shown in Fig. 3. Obviously, the resolved spectra of 6-MC
and 7-MOC are similar to those obtained from the individual
excitation—emission matrix analysis and previously discussed
in Section 4.1. These results further confirm that the proposed
second-order methods in this paper allow the spectral profiles of
analytes of interest to be extract reliably and accurately even in
different complex matrices, mainly due to the characteristic of
tri-linear data.

The scores related to sample mode were used for calibration
through a linear regression with the prediction results of 7-MOC
shown in Table 2. The average recoveries of 7-MOC in oil control
nourishing toner samples using PARAFAC and SWATLD were
found to be 101.3 £3.0 and 101.8 £2.7%, respectively. How-
ever, it should be noted that obvious deviations in prediction of
6-MC in oil control nourishing toner samples occurred (data not
shown). This might be attributed to partial fluorescence quench-
ing of 6-MC in the cosmetic samples. Fig. 4 demonstrates the
specific quenching behavior obtained from PARAFAC (Fig. 4a)
and SWATLD (Fig. 4b) with N=3, where the squares and stars
represent the ideal and the practical scores, respectively. As can
be seen from Fig. 4, the practical values are gradually biased
against the ideal ones and the extension of these deviations rises
as the concentration of 6-MC increases. It could be explained that
the matrix effects induced by the interaction between the analyte
and this cosmetic might affect the fluorescence spectrum of 6-
MC in scale, especially in cases of high concentrations of 6-MC,
which in turn hindered the application of external calibration
methods.
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Table 3
Results for 6-MC in spiked oil control nourishing toner obtained when employing second-order standard addition method
Sample Added concentration (g ml~h) Predicted concentration (g ml~h) Recovery (%)

PARAFAC SWATLD PARAFAC SWATLD
Ml 4.688 4.687 4.559 100.0 97.2
M2 5.274 5.520 5.433 104.7 103.0
M3 5.860 5.915 5.852 100.9 99.9
M4 6.446 6.707 6.612 104.0 102.6
M5 7.032 7.045 7.062 100.2 100.4
M6 7.618 8.020 7.964 105.3 104.5
Average recovery (%) 102.5+2.1 101.3£2.1
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In order to resolve such problem, the second-order calibra-
tion methods were combined with the standard addition strategy
in this paper to significantly improve the accuracy of prediction
for 6-MC in the presence of matrix effects. A three-way data
array with the size of 29 x 29 x 6 were obtained under the same
initial conditions for each concentration level, where 6 denoted
the measurement times containing the original samples plus five
standard additions. A specific strategy based on PARAFAC or
SWATLD was built for each sample and the number of fac-
tors was estimated to be three (N=3) by the core consistency
analysis. The loadings for 6-MC obtained through the utiliza-
tion of PARAFAC and SWATLD algorithms are equivalent to
the filtered signal free of interferences and similar to the corre-
sponding ones shown in Figs. 2 and 3. The predication results
of 6-MC in oil control nourishing toner were shown in Table 3.
The correlation coefficients of the standard addition lines based
on SWATLD (N =3) were between 0.9973 and 0.9998, and the
recovery was between 97.2 and 104.5%. Similar results were
also obtained by using the PARAFAC algorithm.

4.3. Figures of merit

The root-mean-square error of prediction (RMSEP) can
be calculated in terrrlls2 of the formula as RMSEP =

I
,TII Z(cact — cpred)2 , where I is the number of prediction

i=1
samples, cact and cpred are the actual and predicted concentra-

tions of the analytes, respectively. The RMSEP results and the
figures of merit, including SEN, SEL and LOD, for direct deter-
minations of 6-MC and 7-MOC with different concentration
magnitudes in facial spray or oil control nourishing toner using
both PARAFAC and SWATLD were shown in Table 4. One can
find that the proposed second-order calibration method based on
either PARAFAC or SWATLD can yield satisfactory predictive
capacity for quantitative analysis of 6-MC and 7-MOC in the
two complex cosmetics.

Moreover, a linear-regression analysis of the actual versus
the predicted concentration was applied to further investigate

Table 4
Statistical parameters and figures of merit in both of facial spray and oil control
nourishing toner using PARAFAC and SWATLD

Spray Toner
6-MC? 7-MOCP 6-MC? 7-MOCP
PARAFAC
RMSEP 0.404 0.800 0.242 0.520
SEN 183.610 77.550 225.600 78.870
SEL 0.572 0.610 0.696 0.620
LOD 0.155 0.150 0.030 0.020
SWATLD
RMSEP 0.422 0.780 0.195 0.390
SEN 168.380 78.140 226.500 78.230
SEL 0.588 0.620 0.674 0.610
LOD 0.103 0.090 0.025 0.040

2 Value calculated with the concentration expressed as (wgml~!).
® Value calculated with the concentration expressed as (ng ml~ ).

1.4 T T T T T T T T T
6-MC

=3

0.9F

0.8r

0.7

1.02F

0.98F

0.94 1 1 L 1 1
-1.5 -1 -0.5 0 0.5 1 1.5

Fig. 5. EJCRs for 6-MC and 7-MOC applying PARAFAC and SWATLD with
N=3.The solid lines and dotted lines correspond to the EJCRs in facial spray and
oil control nourishing toner by applying PARAFAC, respectively. The dashed
lines and dash-dotted lines correspond to the EJCRs in facial spray and oil control
nourishing toner applying SWATLD, respectively. The pentacle (x) indicates the
ideal points (0, 1).

the accuracy of the two proposed algorithms of PARAFAC and
SWATLD [37]. The calculated intercept and slope were com-
pared with their ideal values of 0 and 1, based on the EJCR
test. If the point (0, 1) lies inside the EJCR, then bias are absent
and consequently, the recovery may be taken as unity (or 100%
in percentile scale). More details about EJCR are described in
the original literature [38]. Fig. 5 gives the results of EJCRs for
both PARAFAC and SWATLD algorithms. It showed that the
ideal point (0, 1) labeled with a pentacle (x) lay in all EJCRs.
In the analysis of facial spray, the elliptic size corresponding
to the PARAFAC algorithm was smaller than that related to the
SWATLD algorithm for both 6-MC and 7-MOC; on the contrary,
the elliptic size corresponding to the SWATLD algorithm was
smaller than that related to the PARAFAC algorithm in the anal-
ysis of oil control nourishing toner. These results proved again
that both algorithms could allow for accurate quantitative deter-
minations of 6-MC and 7-MOC in complex cosmetics, but the
SWATLD was specially recommended in the systems suffering
from serious matrix effects.
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5. Conclusions

In the present study, a simple, rapid, and effective method
has been successfully developed to determine 6-methylcoumarin
and 7-methoxycoumarin in complicated cosmetics, based on the
second-order calibration of excitation—emission matrix fluores-
cence data using both PARAFAC and SWATLD algorithms. The
proposed quantitative method proved to be capable of perform-
ing the simultaneous determination of 6-MC and 7-MOC in
facial spray or direct determination of 6-MC or 7-MOC in oil
control nourishing toner with simple pretreatment step, even in
the presence of serious natural fluorescent interferences or par-
tial fluorescence quenching of the analyte of interest. Herein,
the second-order advantage was adequately exploited in both
experimental modes. Furthermore, the figures of merit and the
EJCR tests indicated that both algorithms could give accurate
results as an alternative to each other, only the performance of
SWATLD was slightly better than that of PARAFAC in the cases
suffering from matrix effects. Such a chemometrics-based proto-
col shows several advantages over the traditional methods, such
as simple sample pretreatment, non-toxic and non-destructive
analysis, and accurate spectral resolution and concentration pre-
diction, and may possess great potential to be further tailored as
a general and promising alternative for more practical applica-
tions in cosmetic quality control, of which some research works
are now underway in our group.
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Abstract

Eight textile dye compounds including five cationic dyes, namely, basic blue 41, basic blue 9, basic green 4, basic violet 16 and basic violet 3,
and three anionic dyes, acid green 25, acid red 1 and acid blue 324, were separated and detected by non-aqueous capillary electrophoresis (NACE)
with electrochemical detection. Simultaneous separations of acid and basic dyes were performed using an acetonitrile-based buffer. Particular
attention was paid to the determination of basic textile dyes. The optimized electrophoresis buffer for the separation of basic dyes was a solvent
mixture of acetonitrile/methanol (75:25, v/v) containing 1 M acetic acid and 10 mM sodium acetate. The limits of detection for the basic dyes were
in the range of 0.1-0.7 wg mL~'. An appropriate solid-phase extraction procedure was developed for the pre-treatment of aqueous samples with
different matrices. This analytical approach was successfully applied to various water samples including river and lake water which were spiked

with textile dyes.
© 2008 Elsevier B.V. All rights reserved.

Keywords: Textile dyes; Non-aqueous capillary electrophoresis; Electrochemical detection; Environmental analysis; Solid-phase extraction

1. Introduction

Dyes represent an important class of compounds produced
worldwide in large quantities of more than 7 x 108 kg per annum
[1] and are used in many industries such as nutritional, cos-
metics, paper, pharmaceutical, printing inks, textile, tannery,
and others. Among these industrial applications textile indus-
try consumes 50% of the overall dye production. Some dyes,
like malachite green (basic green 4), have found applications as
fungicide and antiseptic in aquaculture [2,3]. Dye compounds
can be classified into cationic, non-ionic, and anionic subgroups.
Anionic dyes can further be divided into direct, acid, and reac-
tive type while cationic dyes represent the basic ones. Non-ionic
dyes refer to disperse dyes because they do not form ions in an
aqueous medium.

A number of dyes, in particular azo dyes and their metabo-
lites, are known to have toxic and even carcinogenic character
[4]. The environmental risk posed by a dye compound can be

* Corresponding author. Tel.: +49 341 97 36 107; fax: +49 341 97 36 115.
E-mail address: matysik @rz.uni-leipzig.de (F.-M. Matysik).

0039-9140/$ — see front matter © 2008 Elsevier B.V. All rights reserved.
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defined in both its inherent ecotoxicology and the concentra-
tions found in the environmental compartments. Thus, reliable
analytical methods are needed to detect critical concentrations
of dyestuff in the environment.

A variety of analytical approaches for the determination of
dye compounds has been reported in the literature. These meth-
ods include thin-layer chromatography [5], HPLC [2,3,6-8],
pyrolysis gas chromatography [9], capillary electrophoresis
in aqueous [5,10-15], and in non-aqueous media [16-19].
Common detection techniques are UV [8,11-13] and diode
array detection [5-7,10], fluorescence [15], mass spectrometry
[2,3,9,14], and electrochemical detection (ED) [16-20]. Cap-
illary electrophoresis (CE) techniques are particularly suited
to achieve highly efficient separations of ionic dye species.
For example an aqueous CE method with diode array detec-
tion enabled the determination of eight food colorants in milk
beverages [10] with detection limits lower than 0.5 wgmL ™!,
In addition, the attractive performance of CE separations in
the context of ink analysis was demonstrated by Vogt et al.
[21] and reviewed by Zlotnick and Smith [22]. However, in
aqueous systems various dye compounds can form hydropho-
bic interactions with the capillary wall which results in poor
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peak shapes. Non-aqueous capillary electrophoresis (NACE) is
an attractive alternative which can diminish these problems. In
NACE organic solvent systems are used instead of conventional
aqueous buffers. In particular, the manipulation of selectivity
by varying the organic solvents choices and ratios can help to
solve complicated separation problems. This forms the basis
for interesting possibilities to adjust performance characteristics
like selectivity, resolution, and analysis time. Among the sol-
vents that can be used for NACE acetonitrile exhibits the largest
ratio of dielectric constant to viscosity which leads to a high
electro-osmotic velocity and fast separations. It has been demon-
strated that electrochemical methods are well suited for analyte
detection in conjunction with NACE [23]. In acetonitrile-based
buffers electrochemical detection exhibits a very good stability
of the detection response within an extended accessible poten-
tial range and low limits of detection (LOD) can be achieved
[18].

The aim of this work was to investigate the applicability of
NACE-ED to the determination of cationic and anionic textile
dyes which represent common dye classes in textile effluents.
Particular attention was paid to the adaptation of the analyti-
cal approach to the necessary matrix change from an aqueous
sample to the NACE buffer system.

2. Experimental

2.1. Electrophoretic and electrochemical equipment

A high-voltage supply (Model HCN 7E-35000, F.u.G. Elek-
tronik, Rosenheim-Langenpfunzen, Germany) was used for
measurements in conjunction with a home-made CE system.
Care was taken to ensure that the hydrostatic levels of the input
and output reservoirs were identical. Sample injection was done
by elevating the sample vial up to a difference in height of 10 cm
above the detector cell electrolyte level for a duration of 10s. A
commercial CE system PrinCE model 255 (Prince Technologies,
Emmen, The Netherlands) equipped with a UV-vis detector
(Bischoff model lambda 1010, Leonberg, Germany) operated
at 200nm, was used for comparative measurements with UV
detection.

In case of electrochemical detection the implementation of an
isolating transformer ensured galvanic separation between the
high-voltage supply and the potentiostat. The electrochemical
detector cell was placed in a Faraday cage so as to minimize inter-
ference from external noise. All electrochemical measurements
were performed in the three-electrode mode with the aid of a
voltammetric analyzer Model Autolab PGSTAT 10 (Eco Chemie,
Utrecht, The Netherlands) equipped with a low current amplifier
module ECD system. The current signal was filtered through a
third-order Sallen—Key filter having a time constant of 100 ms.
The interval time of the current measurements for amperometric
recordings of the electropherograms was 0.3 s when the analy-
sis time was shorter than 1000 s and when the analysis time was
longer, it was 0.5 s. Before running a new electropherogram, a
working electrode potential of 3.0 V was applied for 5 s followed
by —1.0V for 5s to ensure long-term stability of the detector
response.

2.2. Detector configuration and capillary specifications

The electrochemical detector cell used for the present work
has been described in detail elsewhere [24]. Briefly, the detec-
tor cell consists of an inert PTFE cell body with two stainless
steel tubes which guide the separation capillary and the work-
ing electrode to the right axial position. The working electrode
was a 25-pm platinum microdisk electrode. Fused-silica capil-
laries with an i.d. of 75 wm and an o.d. of 360 wm (Polymicro
Technologies, Phoenix, AZ, USA) were used throughout this
work. Before initial use, new capillaries were washed with 0.1 M
NaOH for 10 min, with distilled water for 5 min, for 15 min with
pure acetonitrile and for 25 min with the buffer used. After use,
the capillaries were flushed with pure acetonitrile. The capillary
and working electrode are kept in place by PTFE adapters fitted
to the stainless steel tubes. The capillary-to-electrode distance of
75 £ 5 pm was adjusted under a stereomicroscope by carefully
pushing the separation capillary towards the tip of the working
electrode. One of the stainless steel tubes served as counter elec-
trode and high-voltage ground. The cell was ready for operation
after filling it with 1.5 mL of the separation buffer and plac-
ing a PTFE cap with an attached silver/silver chloride reference
electrode on top of it. As internal solution of the reference elec-
trode a non-aqueous acetonitrile-based buffer containing 1 M
acetic acid and 10 mM sodium acetate was used which ensured
that the drift of the reference electrode potential was less than
1 mVh~!. All potentials given in this work were measured with
respect to this reference system. In the presence of a high volt-
age of 20kV a shift of the working electrode potential of about
300 mV towards more negative potentials occurred [25] that had
to be taken into consideration for a suitable potential setting.

2.3. Chemicals

Acetonitrile (99.9% HPLC grade, water <0.02%) and acetic
acid (99.99%) were obtained from Sigma-Aldrich (Stein-
heim, Germany), methanol (LiChrosolv) and sodium acetate
(Suprapur) were purchased from Merck (Darmstadt, Germany).
Ferrocene was from Riedel-de-Haén AG (Seelze—Hannover,
Germany) and was purified by sublimation. For solid-phase
extraction (SPE), the cartridges ENVI-Chrom P (0.25 and
0.50g—6ml) and ENVI-18 (0.50g—6ml) were purchased
from Supelco (Bellefonte, PA, USA). The chemicals used for
SPE were of analytical-reagent grade and were used as received.

The following textile dyes were used in this work: San-
docryl blue (basic blue 41), sandocryl red (basic violet 16),
sandocryl green (basic green 4), sandolan green (acid green
25), sandolan red (acid red 1) and nylosan blue (acid blue 324)
which were kindly provided by Clariant (México). The dye com-
pounds crystal violet (basic violet 3) and methylene blue (basic
blue 9) were analytical-reagent grade and were obtained from
Feinchemie K.-H., Kallies KG (Sebnitz, Germany) and Riedel-
de-Haén (Seelze, Germany), respectively. All dye substances
were used as received without further purification. Table 1 sum-
marizes specifications of the dye compounds used.

Sample pre-treatment for aqueous solutions was based on
SPE using ENVI-Chrom P cartridges. The SPE cartridges were
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Overview of basic and acid dyes used in this work

Name

Color index (code)

Chemical structure

Chemical classification

Sandocryl blue

Methylene blue

Sandocryl red

Sandocryl green

Crystal violet

Nyosan blue

Sandolan red

CI. 11105 basic blue 41 (BB41)

CI. 52015 basic blue 9 (BB9)

CI. 48013 basic violet 16 (BV16)

CI. 42000 basic green 4 (BG4)

CI. 42555 basic violet 3 (BV3)

Acid blue 324 (AB324)

CI. 18050 acid red 1 (AR1)

CHs

CH3

[HacO
\©[®S;CN—N—©—N
N
|
N\ Cl
/[ I I l ®
HaC—i S \ITI—CHg
CHs
?(CHs)z
%C—CH=CH©—N(CZH5)2 cr
/
H,C

H3C. CH
3 \(3/ 3 HC,04

cr

CHZTHCHZOCHg

Monoazo

Thiazine

Methine

Triarylmethane

Triarylmethane

Anthraquinone

Monoazo
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Table 1 (Continued )

Name Color index (code)

Chemical structure

Chemical classification

Sandolan green CI. 61570 acid green 25 (AG2S5)

000

SOz'Na*

HN CHa

Anthraquinone
HN CHs

SO3 Na*

activated immediately prior to use by passing through 3 ml
methanol followed by 6 ml of distilled water. The sample was
applied to the cartridge and drawn through at a flow-rate of
3mL min~!. The cartridges were then rinsed with 12 mL of dis-
tilled water and 2 mL of pure acetonitrile. Thereafter the dyes
were eluted with 3-5mL of acetonitrile/tetrahydrofuran (2:1,
v/v) solution at a flow-rate of 1 mL min~! and investigated by
NACE-ED by injecting directly the extracted solution.

3. Results and discussion

3.1. Voltammetric behaviour of textile dyes in non-aqueous
solutions

In order to investigate the applicability of ED in non-aqueous
media for the determination of textile dyes the voltammetric
behaviour of the individual dye compounds was studied. Fig. 1

EVI E[V]

Fig. 1. (a) Cyclic voltammograms of basic dyes: 1, basic violet 3 (408 pgmL~!);
2,basic green4 (418.5 pg mL™ 1 ); 3, basicblue 9 (320 pg mL~ 1 ); 4, basic blue 41
(451 wgmL™1); 5, basic violet 16 (369 wgmL~") and acetonitrile-based back-
ground electrolyte (BGE) containing 1 M acetic acid and 10 mM sodium acetate.
(b) Cyclic voltammograms of saturated solutions of acid dyes 6, acid blue 324;
7, acid green 25; 8, acid red 1 and acetonitrile-based background electrolyte con-
taining 1 M acetic acid and 10 mM sodium acetate. A 25-pm platinum microdisk
electrode was used as working electrode and the scan rate was 25 mV/s.

shows the cyclic voltammograms for the basic and acid dyes in
acetonitrile solution. All target analytes can be oxidized within
the accessible potential range. However, the oxidation mech-
anisms are rather complex involving typically more than one
oxidation step and following reactions. In the context of this
work no further efforts were undertaken to investigate details of
the oxidation processes. All dye compounds allow the recording
of mass transport controlled detection signals within the poten-
tial window from 1.5 to 1.7 V. In order to obtain information
regarding problems due to electrode fouling five consecutive
cyclic voltammograms were recorded for the respective dye
compounds. Without an electrochemical pre-treatment between
the successive recordings decreasing and changing signals were
typically obtained. This indicates the presence of reaction prod-
ucts on the electrode surface causing changes in the electrode
response. However, an electrochemical activation procedure
which applied an anodic pulse of 3.0V for 5s and a cathodic
pulse of —1.0V for 5s was sufficient to restore the initial
electrode behaviour. Fig. 2 exemplifies this situation for basic
blue 9 illustrating the positive effect of an electrochemical pre-

(a) (b)

| O S | L O L P
0.5 1.0 1.5 2.0 0.5 1.0 | (] 2.0

E [V] E[V]

Fig. 2. Repetitive cyclic voltammograms of basic blue 9 (320 wgmL~!) in
acetonitrile containing 1 M acetic acid and 10 mM sodium acetate (a) without
pre-treatment between successive runs and (b) with an electrochemical pre-
treatment (3V and —1V for 5s) between successive runs. Other conditions
were as in Fig. 1.
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treatment between the runs. It should be noted that the effects
of deactivation of the sensing electrode is much smaller for typ-
ical concentrations (g mL~!) used in the NACE experiments.
In addition, in contrast to cyclic voltammetry experiments in
NACE the electrode is just a short period of time in contact with
the analyte zones.

As a conclusion of the above voltammetric studies and taking
into account the shift of the signal due to the presence a high
voltage during NACE separations [25], the detection potential of
1.8 Vwas selected for NACE-ED determinations combined with
an electrochemical pre-treatment between consecutive electro-
pherograms.

3.2. Non-aqueous capillary electrophoresis studies

The electrolyte system used for NACE-ED determinations of
textile dye compounds consisted of 1 M acetic acid and 10 mM
sodium acetate in acetonitrile which was previously proofed
to yield very reliable NACE-ED results [16]. Basic dye com-
pounds form cationic species in this buffer medium and acid dyes
migrate as anionic species. Consequently, the migration times
for basic dyes were shorter than that of an electro-osmotic flow
(EOF) marker (ferrocene) and acid dyes showed longer migra-
tion times than ferrocene. The acid dye compounds were only
slightly soluble in the electrolyte system used. Therefore, stock
solutions of known concentration were prepared in methanol
and diluted with the buffer used for NACE separations. For
some of the dye substances, in particular acid green 25 and acid
red 1, more than one component were found in the NACE-ED
recordings. This observation reflected the limited purity of the
respective dye substances. All concentrations given in this study
refer to the total amount of the respective dye preparations. The
actual concentrations of the main dye components are corre-
spondingly lower in these cases. Fig. 3 illustrates a simultaneous
separation of acid and basic textile dyes present in a mixture.
Obviously, the basic dyes exhibit similar migration behaviour
and some of them co-migrate (basic violet 3 and basic blue 41)
or are not completely resolved from other signals (basic vio-
let 16). On the other hand a good separation performance was
achieved for the acid dyes and some of their impurities.

The following studies were focused on the separation and
detection of basic dyes because they were available as pure
substances and the reliability of the ED response is better if
the analytes migrate before the EOF. The latter result can be
attributed to water transported by the EOF and corresponding
oxidation reactions at the platinum sensing electrode leading to
changes of the electrode response characteristics. However, a
well-defined detection response could be restored by the elec-
trochemical pre-treatment protocol described under Section 3.1
which was applied between consecutive electrophoretic runs.
In order to improve the separation of basic dyes methanol was
added to the separation buffer. It was found that an increasing
content of methanol led to an improved resolution for the sep-
aration of basic dyes, however, the peak width for basic blue 9
increased slightly. A methanol content of 25% resulted in well-
separated signals for all dye compounds. In particular, for the
signals of basic violet 3 (peak 4) and basic blue 41 (peak 5) a

45 EOF 7
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Fig. 3. Non-aqueous capillary electrophoretic separations with electrochemical
detection (NACE-ED) for a mixture of acid and basic textile dyes: 1, basic blue 9
(3.2 pgmL~1); 2, basic green 4 (4.2 pg mL~1); 3, basic violet 16 (3.7 pg mL~1);
4, basic violet 3 (4.1 pg mL’l); 5, basic blue 41 (4.5 png mL’l); 6, acid green
25 (31 pwgmL~1); 7, acid blue 324 (25 wgmL~"); 8, acid red 1 (28 wgmL™1).
The letters a—d represent several separated species present in the respective dye
sample, EOF corresponds to the electro-osmotic flow. Experimental conditions:
capillary dimensions, 60 cm x 75 pm i.d.; running electrolyte, 1 M acetic acid
and 10 mM of sodium acetate in acetonitrile; hydrodynamic injection, 10s at
a height difference of 10cm; separation voltage of 20kV; sensing electrode,
25-pwm diameter platinum microdisk electrode; detection potential, 1.8 V.

baseline separation could be established. Fig. 4 illustrates these
results in detail. The composition of the electrophoresis buffer
used in Fig. 4(b) was chosen for all subsequent studies of basic
textile dyes.

The precision of migration times and peak heights was very
good as specified in Table 2. Comparative measurements were
made using a commercial CE system equipped with a UV detec-
tor. The limits of detection obtained with ED and UV detection
were compared. The results are summarized in Table 2. In all
cases ED led to lower LODs than UV detection.

4/5
12 nA 1
2
3
L @
)
0 5IO 1 (I)O ‘ 1 éO Z(I)O 250

Time [s]

Fig. 4. NACE-ED for a mixture of five basic dyes: 1, basic blue 9 (16 pgmL™!);
2, basic green 4 (21 pg mL’l); 3, basic violet 16 (18 pg mL! ); 4, basic violet 3
(20 wgmL~1); 5, basic blue 41 (23 pg mL~") (a) in acetonitrile containing 1 M
acetic acid and 10 mM sodium acetate and (b) in acetonitrile-methanol (75:25,
v/v) containing 1 M acetic acid and 10mM of sodium acetate. Experimental
conditions were as in Fig. 3.
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Table 2

Analytical characteristics of determinations of basic textile dyes by means of non-aqueous capillary electrophoresis with electrochemical detection (ED)/ultraviolet

detection (UV)

Compound  Concentration (ugmL~")  Migration time (s) (RSD?, %)  Peak height (nA) (RSD?, %) LODP (ED) (ugmL~') LODP (UV®) (ugmL~")
BB9 16 201.5 (0.43) 3.80 (2.55) 0.13 1.70
BG4 21 213.8 (0.41) 4.07 (0.88) 0.16 0.86
BV16 18 218.5 (0.45) 1.28 (2.30) 0.43 2.39
BV3 20 222.1 (0.45) 5.64 (1.68) 0.11 0.68
BB41 23 225.5 (0.42) 0.98 (4.02) 0.72 2.16

Experimental conditions were as in Fig. 4.
2 Relative standard deviation (number of measurements, 6).

b The limits of detection (LOD) were calculated on the basis of the peak-to-peak noise and a signal-to-noise ratio of 2.
¢ Detection wavelength, 200 nm; capillary dimensions, 85 cm x 75 pwm i.d. (65-cm effective length); separation voltage, 25 kV.

3.3. Studies of aqueous sample solutions

The above results demonstrate the attractive performance of
NACE-ED for mixtures of cationic textile dyes prepared in non-
aqueous media. However, for the determination of cationic dyes
in real aqueous samples additional challenges have to be consid-
ered. The main problem is the necessity of matrix change from
the aqueous to the non-aqueous medium. Initial attempts were
made to inject aqueous samples directly into the NACE-ED
system. In this case noisy signals and distorted peak shapes
were obtained. In addition, precipitation of inorganic salts could
complicate the determination. Therefore, sample pre-treatment
methods such as liquid—liquid extraction (LLE) and solid-phase
extraction were tested. A LLE protocol was adapted from a
report by Pandit and Basu [26]. However, this approach was only
applicable for spiked samples prepared from distilled water but
failed in case of more complex aqueous matrices. Consequently,
experiments based on SPE were conducted using various SPE
cartridges and elution procedures. Finally, a SPE protocol was
elaborated which is based on ENVI-Chrom P cartridges and
described in Section 2. The recoveries of extractions of cationic
textile dyes were determined for different aqueous sample matri-
ces including distilled, river and lake water. Table 3 summarizes
the recoveries obtained for various dye components in differ-
ent aqueous samples. In general, the recoveries were reduced in
more complex aqueous matrices.

Fig. 5 illustrates results of NACE-ED measurements after
SPE of lake water (5a) and lake water spiked with textile dyes
(5b). No interfering substances were found which suggests that
this analytical approach has the potential to be applied to a wide
range of real samples. According to literature reports typical
dyestuff concentrations found in textile effluents range between

Table 3
Recoveries of solid-phase extraction experiments of basic textile dyes based on
ENVI-ChromP cartridges (see Section 2 for details)

Type of Recovery (%)

water - - . .
Basicblue 9  Basic green4  Basic violet 16 Basic violet 3

Distilled 93 81 Not determined 98

River 87 84 85 82

Lake 62 48 83 43

Determinations were done by NACE-ED.

I nA 2
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Fig. 5. NACE-ED of (a) a lake water sample after solid-phase extraction and
(b) of a lake water sample spiked with a mixture of four basic dyes: 1, basic
blue 9 (0.013 pug mL_'); 2, basic green 4 (0.017 pg mL_l); 3, basic violet 16
(0.015 wgmL~"); 4, basic violet 3 (0.016 wgmL~") after SPE. Experimental
conditions were as in Fig. 3.

10 and 7000 g mL~! [27-30] to which the above protocol could
easily be adapted. For environmental samples with considerably
lower concentrations of the target analytes the sensitivity can
further be increased by the application of large sample volumes
to the SPE extraction cartridges.

4. Conclusions

This work demonstrated the applicability of NACE-ED for
the determination of acid and basic textile dyes. A compromise
between separation and detection aspects was found using a
mixed acetonitrile/methanol (75:25, v/v) solvent system con-
taining 1M acetic acid and 10mM sodium acetate. In this
medium baseline separations could be achieved for all dye
compounds studied with limits of detection between 0.1 and
0.7 pgmL~! which were clearly lower than obtained with UV
detection.

Based on solid-phase extraction an effective sample pre-
treatment protocol could be established to investigate aqueous
dye samples for which a matrix change from the aqueous to
the non-aqueous medium has to be carried out. The application
of the elaborated analytical approach enables determinations of
textile dyes in real samples such as river or lake water.
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Abstract

The use of near infrared spectroscopy (NIRS) in downstream solvent based processing steps of an active pharmaceutical ingredient (API) is
reported. A single quantitative method was developed for API content assessment in the organic phase of a liquid-liquid extraction process and
in multiple process streams of subsequent concentration and depuration steps. A new methodology based in spectra combinations and variable
selection by genetic algorithm was used with an effective improvement in calibration model prediction ability. Root mean standard error of
prediction (RMSEP) of 0.05 in the range of 0.20-3.00% (w/w) was achieved. With this method, it is possible to balance the calibration data set with
spectra of desired concentrations, whenever acquisition of new spectra is no longer possible or improvements in model’s accuracy for a specific
selected range are necessary. The inclusion of artificial spectra prior to genetic algorithms use improved RMSEP by 10%. This method gave a
relative RMSEP improvement of 46% compared with a standard PLS of full spectral length.

© 2008 Elsevier B.V. All rights reserved.

Keywords: Near infrared; Downstream processing; Organic media; Multivariate calibration

1. Introduction

Lab based methods used by the pharmaceutical industry
are often time consuming and add to the manufacturing cycle
time. NIR spectroscopy offers one possible option for process
based analytical measurements and has a significant advantage
over some other technologies as it allows fast analytical mea-
surements with simple sample preparation. However, the main
feature of NIR of being sensitive to both chemical and physical
effects can sometimes be a challenge when one is dealing with
large sample matrix variations and very low analyte concentra-
tions. These two conditions, which are a commonplace inside
the pharmaceutical manufacturing, hinder not only the develop-
ment of robust calibrations but also the application of the same
models in more than one point of the process.

To overcome this problem in the present study, a new method-
ology was applied to build one robust calibration model capable

* Corresponding author. Tel.: +351 21 841 9838; fax: +351 21 841 9197.
E-mail address: bsel@ist.utl.pt (L.O. Rodrigues).

0039-9140/$ — see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.01.013

of accurately predicting active pharmaceutical ingredient (API)
content in solvent samples independently of their origin. The
model robustness is based on spectral selectivity for the analyte
of interest and careful wavenumbers selection.

To the best of our knowledge, the use of the same calibra-
tion for measuring streams from different points of consecutive
downstream processing steps has not yet been reported.

1.1. Process overview

An API purification process includes a series of steps: at the
end of the API fermentation, the culture media is first clari-
fied by filtration or centrifugation and the biomass discarded.
After the clarification and concentration steps, the active com-
pound is extracted from the aqueous media to an organic phase,
by liquid-liquid extraction. The extraction phase is then con-
centrated by evaporation. At this point, it has a cloudy orange
appearance given by the degradation products. Next, to remove
these non-desired products, the solution is submitted to purify-
ing steps, where it loses most impurities but the water content
increases.
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Fig. 1. Process description. The use of one single calibration model along the
process is proposed.

A schematic representation of the process is presented in
Fig. 1. The use of a single model along the process is proposed
for assessment of concentrations C1, C2, C3 and C4.

2. Methods
2.1. Feature selection for partial least squares modelling

Partial least squares [1] is used in spectroscopy to extract
relevant information from complex spectra containing overlap-
ping absorption peaks, interferences from light scatter and noise.
PLS was first considered as being almost insensitive to noise,
and therefore, no feature selection was required [2]. In the last
years, it has been widely recognised that variable selection can
improve the prediction ability [3].

In near infrared spectroscopy (NIRS) the number of mea-
sured variables is very large and in most cases not all of them
contain useful information. Theoretically, the regression coeffi-
cient for such variables will be close to zero and the inclusion
of these variables should not affect negatively the calibration.
However, there are significant improvements in the prediction
accuracy of a calibration when a proper selection of variables is
made. Moreover, the variable selection usually leads to a reduc-
tion of latent variables in the model and improve the stability
of the calibration by the reduction of multicolinearity between
variables [4].

Genetic algorithms (GA) have been successfully used as a
method to select the most informative variables [5-7]. GAs
are based upon the principle of natural evolution and selection:
reproduction, mutation and selection based on fitness. The main
risk of the application of GA is overfitting [5]. Meaningless
variables can be selected due to the presence of non-causal cor-
relations [8]. As such, it is necessary that the model defined
neither over-fits nor under-fits the data. The selection criteria
can be based on root mean squared error of cross validation
(RMSECYV) or on root mean squared error for prediction of an
external data set (RMSEP) defined as follows:

RMSECV = Zl=1( i(ev) i(ref)) "
n

RMSEP = Z?:l(yi(pred) - Yi(ref))2
n

(@)

where n stands for the number of prediction samples, Y;.v) and
Yi(prea) for predicted values for cross validation and external val-
idation, respectively, and Yf) for reference value of sample .

2.2. Combined spectra method (CSM)

The proposed methodology combines the spectra of two
samples of different concentrations and assumes that the concen-
tration of the averaged spectrum is also the average of the original
concentration values (Fig. 2). This assumption pretends to reveal
the most linearly correlated wavenumbers, assuming Beer’s Law
for transmission, which states that observed absorbance at a
given wavelength for a mixture of different components is addi-
tive and the individual contributions are linear.

Itis thus expected that proportional relations between the new
spectra and the new concentrations will only be achieved for the
variables truly linearly correlated with the analyte, enhancing
the “good” and the “bad” spectral ranges.

Combined spectra method was performed with the following
steps:

(1) Find the optimum number of latent variables and the best
pre-processing method for a full PLS model with the raw
calibration set (Data Set 1).

(2) Perform the spectra combination in the unprocessed spectra,
for the desired concentration range. Use the Matlab function
code below to create the new spectra, in which X represents
the spectral matrix and Y the corresponding concentration
vector, taken from Data Set 1:

function [xc,yc] =combspec (X,

Y, ncomb)

mix=zeros(l,size(x,2)+1);

for i=[1:10]

sx=shuffle([x y1);

mx =meanspc (sx,ncomb) ; mix= [mix;mx];
end

mix(1l,:)=1[1;
yc=mix(:,end);xc=mix(:,1l:end-1);

(3) Add the resulting spectra to the original data set and pre-
process it again to build Data Set 2.

(4) Run the GA in Data Set 2.

(5) Cut Data Set 2 according to GA best fit results to obtain
Data Set 3.

(6) Build the PLS model with Data Set 3 and predict an inde-
pendent data set for validation.

(7) Compare resulting RMSEP with the previously RMSEP cal-
culated in step one. If no significant improvement is reached,
the algorithm should return to step 2 and new set of spectra
combinations should be added to the previous one.

X1 X2

- y3

Fig. 2. Combined spectra method. It combines the spectra of two (or more)
samples of different concentrations and produces an averaged spectrum and its
virtual concentration.
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3. Experimental
3.1. Samples

Data set was built with samples collected from four streams
of the process. The samples were divided into a training set (118
samples), on which the GA is run and the PLS model is built,
and an independent evaluation set (68 samples), on which the
models are tested.

As mentioned previously, samples were collected in four
different process streams (see Fig. 1). Stream 1 results from
a liquid-liquid extraction with ethyl acetate. It has a low API
concentration, water is present in its saturation levels (approxi-
mately 8%) and acetone is present (approximately 3%). Stream
2 is the condensate of an evaporative process. API concentra-
tion is 10 times higher, acetone was removed, and new impurity
products, related with API degradation during the concentration
step, are present. Streams 3 and 4 result from consecutive purifi-
cation steps through activated charcoal filters. The water content
slightly increases and impurities are removed.

3.2. Reference method

All samples were analysed for API content through spec-
trophotometry by reaction with imidazol reagent and the results
used as reference values. The method has a precision of
+0.065% (w/w), at 95% confidence level.

3.3. Equipment and software

NIR absorbance spectra were measured with a BOMEM
MB-160 FT-NIR spectrometer with an indium-arsenide (InAs)
detector; a Vial Holder for 8 mm cells and a temperature con-
troller. Spectra were acquired using GramsAI-7 (Thermo, USA)
and for spectra pre-treatment and calibration development, Mat-
lab (Mathworks Inc., USA) with PLS toolbox v.3 (Eigenvector
Inc., USA), were used.

3.4. Spectra acquisition

Each sample was measured in duplicate in transmittance
mode. The spectra were collected in the wavenumber range
of 4000-12,000 cm™! (833-2500 nm), based on 32 scans with
16cm™~! step (resolution). The reference spectrum was taken
with an empty cell and the analysis was carried at controlled
temperature of 25 °C.

4. Results and discussion
4.1. Pre-processing selection

As a consequence of their different origin in the process,
samples have different compositions and matrices (e.g. degra-
dation products, other residual organic solvents and moisture
content). Batch-to-batch variations are expected as well, arising
from the composition of the fresh solvent, mainly form residual
solvent and water. As such, the first step in model development
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Fig. 3. Squared correlation coefficients, Rz, vs. wavenumber for different pre-
processing methods. (a) Auto-scaled data; (b) Savitsky-Golay first derivative;
(c) Savitsky-Golay second derivative. Maximum coefficient obtained in each
case was 0.48, 0.67 and 0.88, respectively.

was to investigate the most adequate pre-processing method for
suppressing this variability. For each pre-processing method,
the squared correlation coefficient, R2, between each variable
and the analyte was computed. The highest coefficients were
obtained with the second-derivative method (see Fig. 3), with
which an R*> maximum value of 0.88 was obtained.

The highest values obtained using first derivative or auto-
scaling processing were significantly lower, 0.67 and 0.48,
respectively. The second derivative was, therefore, used as
pre-processing method from this point on. A second-order poly-
nomial adjusted to an 11-points window gave the best results for
Savitsky-Golay method (evidence not shown).

Standard normal variate (SNV) and multiplicative scatter
correction (MSC) transformations were also tested in the full
range spectra, giving a maximum R? of 0.25. This pour results
were already expected since the transmission spectra were not
significantly affected by scatter.

The optimum dimension was determined by the minimum
RMSECYV for the calibration samples. Samples were divided
into 10 segments randomly and leave-one segment out was use
as cross-validation method. Eight (8) latent variables (LVs) were
necessary to retain a significant variance in the data and to
avoid overfitting. An R? of 0.993 and a RMSECYV of 0.063%was
obtained.

4.2. Combined spectra method and variable selection

The distribution of the concentration values among the orig-
inal calibration set was evaluated. The histogram shows a lack
of samples in the higher concentration range (Fig. 4). As so, the
combined spectra method was only performed with raw spectra
from samples with analyte concentration from 1.5 to 3.0%, in
order to increase the model sensibility for this range. Seventy
pairs of (spectra/concentration) were added to the original data
and submitted to a GA.



1206 L.O. Rodrigues et al. / Talanta 75 (2008) 1203-1207

25 T

Frequency
o

-
o
T

0 0.5 1 1.5 2 : 3
concentration range

Fig. 4. Frequency histogram for samples’ concentrations. Original (light grey)
calibration data set; data (dark grey) produced by combined spectra method.

GA was performed using a PLS regression method. Details
on the algorithm used can be found in Table 1. The maximum
number of factors was imposed regarding the number of compo-
nents (eight) determined by cross validation on the preliminary
model. Intervals of 10 variables were selected rather than indi-
vidual variables to prevent the selection of possible random
correlated variables. The selected variables are highlighted in
Fig. 5. Samples’ matrix is made up of a complex mixture of
solvents, water, API and API degradation products. The API
itself is a molecule that is expected to have absorbance contri-
butions in several regions of the NIR spectrum. The degradation
products are also very similar to the API in chemical struc-
ture. After spectral pre-processing, the physical features like
light scattering, temperature, density or viscosity are not present
or non-significant. As such, the selected wavenumbers are not
expected to correspond to any spectral features that could be
related to any physical phenomenon.

4.3. PLS model

The augmented data set (118 real samples plus 70 from CS
method) and the variables selected by GA (shown in Fig. 5)
were used to build the final PLS model. Fig. 6 shows a compar-

Table 1

Parameters of the GA used

Parameter Value
Population size 64
Window width 10
Initial terms 30
Maximum generations 100
Mutation rate 0.005
Crossover Double
Regression PLS
Maximum LV 8
Cross validation Contiguous

47—

N

Absorbance (a.u.)

7000 8000 _ 9000
wavenumber (cm ')

5000 6000

10000

Fig. 5. Overview of the best variable selection obtained with GA. Wavenumbers
included are marked in shaded areas.

ison obtained between final and full spectra models’ results. As
expected, the use of PLS without a preliminary variable selec-
tion results in a poor prediction capacity with larger prediction
residuals (Fig. 6a).
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Fig. 6. Comparison between models and their cross-validation residuals. (a)
Full spectrum PLS model, R*=0.993, RMSECV =0.063, RMSEP=0.091;
(b) PLS with variable selection by GA on augmented data set, R2=0.999,
RMSECV =0.029, REMSEP =0.049.
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Table 2

Figures of merit of the PLS models’ predicting performance for the independent validation data set

Model Selection method Data set (variable selection) Data set (model building) RMSECV RMSEP Accuracy improvement (%)
Full spectrum None Original Original 0.063 0.091 Reference

A Correlation Original Original 0.043 0.065 29

B GA Original Original 0.043 0.061 33

C GA-CSM Augmented Original 0.038 0.054 41

Final GA-CSM Augmented Augmented 0.029 0.049 46

Best results are achieved when GA algorithm is applied in the data set containing the combined spectra.

The effect of using 70 combined spectra can be noticed in
the predicted versus measured plot (Fig. 6b), where a linear cor-
relation coefficient of 0.999 is achieved. However, it is relevant
to stress that figures of merit like R, RMSEC or RMSECV
cannot be directly used for comparison because the effect of
the combined spectra might not be entirely eliminated from the
cross-validation procedure. For this reason, the performance of
different models was evaluated in terms of their accuracy (as
RMSEP) in predicting a new independent test set of 34 samples
collected from the different process streams (see Fig. 1).

In order to compare the benefits of the proposed methodology,
three other models were built and validation results were com-
pared. The validation results are presented in Table 2. Model A
uses wavenumbers selected by univariate correlation. In Model
B, only the original data set was used for wavenumber selection
and model building. In Model C, the augmented data set by CMS
was used for wavenumber selection but the model was built with
the original data. The final model uses the augmented data set
for both wavenumber selection and model building.

Using the full model as reference, the variable selection by
univariate correlation (Model A), in which only the most cor-
related variables are used, improved the RMSEP in 29%. The
standard use of GA on the original data (Model B) showed a sim-
ilar improvement, 33%. Finally, Model C, built without adding
the combined spectra to the calibration set, although better than
the previous ones underperformed when compared with the final
model. Using the augmented data set, a 46% reduction in the pre-
diction error is achieved, leading to the best RMSEP found of
0.049%, which is considered to be acceptable for production
plant monitoring for all the process streams.

A precision test was performed with spectra replicates from
the independent test set. The full spectrum PLS model showed
a precision of 0.02 and the final model (built with the proposed
method showed) a precision of 0.01. The improvement of 50%
in analytical precision is a strong indicator that the proposed
method enhances the selectivity towards the analyte, resulting
in a more robust model.

5. Conclusion

The content of a certain active pharmaceutical ingredient
(large molecule anti-bioactive) in different organic solutions can
be analysed by NIR spectroscopy with an accuracy of 0.05%
(w/w) within the process concentration range of 0.10-3.00%
(wiw).

A single calibration model was used to monitor the API con-
tent in several points across consecutive steps of downstream

processing. The effects of sample matrix variability among the
process streams were attenuated by selecting intervals of vari-
ables from spectroscopic data by genetic algorithms. The pro-
posed methodology of adding artificially created data (generated
by combining spectra of samples of different concentrations) to
the original data set was found to improve the genetic algorithm’s
performance for the selection of the most informative wavenum-
bers. A 40% reduction in the RMSEP (0.06%) was achieved
when compared with a full spectrum prediction (0.09%). More-
over, a more significant improvement, 46%, in prediction ability
was obtained when the same artificial data was also used in the
PLS regression step, reducing the RMSEP to 0.05%.

The methodology proposed here is simple, yields lower
prediction errors than classical methodologies and might be
valuable to use whenever a calibration model is required to
accurately interpolate a concentration range that, for operational
reasons, might be difficult to populate. Also it is less arbitrary
than weight calibration methods, although it assumes that linear-
ity and additivity of Beer’s Law hold for the studied case. The use
of one single model for multiple critical to quality monitoring
points across a multi-stage process, simplifies the routine analy-
sis procedure and its implementation as a new analytical method
(e.g. documentation), and has obvious advantages in calibration
development and maintenance over time.
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Abstract

The use of Fourier transform near infrared (FT-NIR) spectroscopy for simultaneous determination of multiple properties in an active pharma-
ceutical ingredient (API) fermentation process is described, together with procedures for developing accurate NIR calibrations with a performance
independent of scale and the specific bioreactor used. Measurements were made in situ, by insertion of transflection probes into pilot and industrial
bioreactors providing direct contact with the fermentation culture media. The ultimate goal was to establish methods for real time process moni-
toring aimed at enhanced process supervision, fault detection diagnosis and control of bioreactors. The in situ acquired spectra were related to lab
results of samples taken from the reactors during the course of the manufacturing process. Suitable spectral wavenumber regions were selected
and calibration models based on partial least squares (PLS) were developed. The root mean square errors of prediction for API content, viscosity,
nitrogen source and carbon source concentration were all within acceptable ranges as compared to the off-line lab measurements, respectively,

0.03% (w/w), 150 cp, 0.01% (w/w), and 0.4% (w/w).
© 2008 Elsevier B.V. All rights reserved.

Keywords: Fermentation; In situ; NIR; Transflection; Antibiotic

1. Introduction

Fermentation processes are usually controlled based on con-
centration values of the main carbon and nitrogen substrates
present, main metabolites produced — active pharmaceuti-
cal ingredients (APIs) — biomass concentration and even
some other important substances such as precursors, induc-
ers, and promoters. These parameters are usually obtained
by laborious off-line techniques that take from 30 min to 4 h
long. As such, for the purpose of real time process supervi-
sion and diagnosis, off-line measurements should be replaced
by on-line automatic and preferably multi-parametric tech-
niques.

The application of near infrared spectroscopy (NIRS) in
fermentation processes has seen a renewed interest in recent
years, after some years of neglect, as chemometrics has

* Corresponding author. Tel.: +351 21 841 9838; fax: +351 21 841 9197.
E-mail address: bsel@ist.utl.pt (L.O. Rodrigues).

0039-9140/$ — see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.01.048

matured into a science and better and more robust instru-
mentation became available (probes). The NIR potential to
be simultaneously calibrated for the most important chem-
ical compounds (substrates, API, precursors) and physical
parameters like viscosity can now be explored. The antibiotic
production by fermentation, however, revealed to be a sig-
nificant challenge to NIRS in situ measurements [1]: aerobic
fermentation process’s inherent conditions such as vigorous
stirring and gas bubbles; the growing of antibiotic produc-
ers filamentous bacteria as branched structures resulting in
high viscosities in liquid phase; culture media non-Newtonian
behaviour; and complex production medium containing meals
(fish, soya, etc.), oils, and other water-soluble ingredients. Fur-
thermore, the rheological properties of culture liquids vary along
cultivation time, from batch-to-batch and with reactor scale
[2].

Developments were reported using NIR in antibiotic produc-
tion are related with at-line reflection analysis [3—7] and with ex
situ use of flow cells or fiber optic probes (reflectance) placed
on the glass window of the fermentor [8]. In this work the
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goal was to establish if NIR spectroscopy could be used reli-
ably for extended periods in pilot and industrial bioreactors in
cultivations with complex media.

2. Methods and materials
2.1. Process description

The bioprocess studied is an industrial scale process
for the production of, an API, at CIPAN S.A. (Portu-
gal). The API is clavulanic acid, a beta-lactamase inhibitor.
It is produced by Streptomyces clavuligerus microorgan-
isms in a fed batch process that lasts about 100h. This
work uses data acquired from 3 pilot bioreactors (geo-
metric volume of 500L) and 3 industrial reactors (20m?>
and 40m>). The cultivation is carried out using a medium
containing soybean meal, a defined carbon source, nitro-
gen source, inorganic oils, and an anti-foam. The operating
conditions are typically of those employed in industrial
processes for aerobic submerged cultivations at high cell densi-
ties.

2.2. Sampling and reference methods

Samples were collected from the fermentors at regular inter-
vals (approximately 8 h) and characterised by the conventional
analytical methods currently established. These at-line values
were used as reference for model building.

The concentration of the API was determined by HPLC. The
apparent viscosity was measured by a Brookfield concentric
cylinder viscometer (Model LVT, Wilmington, USA). Read-
ings were taken using 500ml samples at 25°C, 60rpm and
spindle number 3. The nitrogen source was determined by the
Kjeldahl method with a Tecator Digestion System. The con-
centration of the carbon source compound was determined by
a spectrophotometric method after reaction with an adequate
compound.

2.3. Equipment

Near infrared spectra over the wavenumber range 4000—
11,000cm™~! were recorded in transflection mode by a Yoko-
gawa NR80O FT-NIR (Fourier transform near infrared) analyser
equipped with an InGaAs (indium, gallium, arsenide) photo-
diode. The analyser with a beam splitter at the interferometer
allows the connection of two transflection probes to measure
two fermentors simultaneously. The mechanical path length of
the transflection probes was adjusted to 0.5 mm (1 mm of opti-
cal path length). Reference spectra were taken from air and
probes were inserted into the fermentors through standard DN25
ports. A total of 600 averaged spectra (128 scans each) were
recorded for each individual batch at 1 averaged spectra/10 min.
The exact time of sample collection from the bioreactor was
recorded and the correspondent acquired spectra were selected
for model building data sets.

2.4. Software

Data collection was made in automatic mode by the NR80O
analyser software every 10 min. Download and storage of the
acquired spectra were made by Yokogawa’s SPECTLAND2
software through ethernet communication to a separate pro-
cess PC for calibration development or for trending of predicted
parameters. Data handling and analysis, partial least squares
regression, genetic algorithms (GA), and interval PLS (iPLS)
were performed by MATLAB v6.5 (Mathworks Inc., USA) and
PLS toolbox v.3 from Eigenvector Inc. (USA). All final mod-
els were transferred to NR80O after being reproduced in and
exported through Unscrambler v.9.1.2.a (Camo) to the analyser
memory.

3. Multivariate modelling
3.1. Data pre-treatment

Slight differences in bioreactor design (e.g., sparger and baf-
fles size and/or orientation, design and/or number of turbines,
etc.) affect the spectra through changes in physic-chemical prop-
erties of cultivation media. As the biomass grows, not only it
changes the chemical composition of the matrix but it also affects
physical properties like colour, density and viscosity of the cul-
tivation media. The same type of spectral changes is observed
along a batch during cultivation time (Fig. 1). The most evident
changes are the baseline shifts that are related to changes in
physical properties (particulate matter, air bubbles) originating
light scattering. Aeration, stirring speed, temperature, pH, and
feeding flows also cause smaller alterations in the spectra.

There are several spectral pre-processing algorithms which
one can use to remove disturbances or to enhance their informa-
tion content (e.g., the signal to noise ratio or the selectivity of
some of its features for chemical or physical sample attributes).
For convenience we can classify the algorithms into scaling,
filtering, baseline correction and derivatives [9]. Since each
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Fig. 1. Evolution of the transflection spectra collected throughout an industrial
fermentation batch.
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algorithm has some parameters that can be adjusted, and since
several of them can be applied to the same data set in consecutive
order, there are many possible combinations of the above algo-
rithms and their tuning parameters. Some of these combinations
normally lead to comparable results while others consistently
under-perform.

In this study all spectra were mean centred, and several com-
binations of methods of each of the above categories were tested
for each property to be calibrated. The best results were consis-
tently obtained with standard normal variate scaling (SNV) and
Savitsky—Golay (SG) st derivative. The application of SNV
corrects the multiplicative interferences effects of light scatter,
while SG filtering followed by a 1st derivative removes baseline
shifts and enhances the main features in the spectra. With SNV
method the scattering is removed by normalizing each spec-
trum by the standard deviation of the responses across the entire
spectral range, like auto-scaling the transposed spectrum.

3.2. Wavenumber selection

After pre-processing, it is important to remove non-
significant wavenumbers (non-informative spectral ranges) in
order to achieve better, more stable and robust models. Different
approaches were tested in this study for wavenumber selection
such as univariate correlation, iPLS [10] and GAs [11].

3.3. Data set and PLS models

Six batches (pilot and industrial) were monitored in situ and
data were used as calibration set. The models were validated
using an independent test set from two production scale batches.

The calibration models were built by leave-one-out cross-
validation and their predictive ability was assessed in terms of the
root mean squared error of prediction first for samples set aside
during cross-validation (RMSCYV) and then for external valida-
tion batches (RMSEP) by comparing predictions with reference
values

np b
RMSEP = Zi=1(Yi(Pred) — Yirer)) W
np

where n;, denotes the size of the validation set, and Yj(preqy and
Yi(rer) are the predicted and reference values for sample i, respec-
tively.

4. Results and discussion

The predominant changes in the spectra collected along a
batch are baseline shifts related to scattering due to an increas-
ing cell population along the cultivation (see Fig. 1). Therefore,
pre-processing is essential to enhance the chemical information
present in the spectra and to remove the biomass effect. Using
principal component analysis (PCA) on spectra collected dur-
ing the six calibration batches, after pre-processing with SNV,
relevant differences were found between pilot and production
scales (Fig. 2). In particular, the batch-to-batch variability in
the industrial runs (Fig. 2b) is higher because data was col-
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Fig. 2. PCA score plots from fermentation calibration batches. Each point rep-
resents a spectra and different colours strand for different batches.

lected from different scales. This clearly shows that scale must
be included in model development as a source of variability, if a
scale-independent calibration is to be used across different scales
and different bioreactors of particular design characteristics.

4.1. PLS models development

In order to achieve the best prediction performance, several
spectral pre-treatments were investigated followed by variable
selection made by different methods. The best combination of
methods is described in Table 1 for the API content prediction.

First, using the iPLS method, the spectral range was split into
20 intervals, PLS models were calculated for each interval and
RMSECYV calculated using up to 10 latent variables (LVs). This
procedure was repeated for each spectral treatment (Fig. 3). The
best RMSECYV (0.08) was achieved applying SNV processing
and using the entire variable range for a PLS model with 5 LVs.
However, this accuracy in API content was not acceptable for
process control purposes. As such, a wavenumber selection was
made in the mean centred SNV pre-treated spectra using a GA
that was performed with a PLS regression method. Details on
the algorithm used can be found in Table 2. The maximum num-
ber of PLS factors was imposed regarding the number of factors
(10) used on the iPLS method. Intervals of 10 variables were
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Table 1
Figures of merit of the models built for API content prediction
Result no. Pre-processing ‘Wavenumbers selection method No. of wavenumbers R? LVs RMSECV
1 Autoscale iPLS 92 0.723 6 0.13
2 Ist derivative iPLS 92 0.584 5 0.12
3 2nd derivative iPLS 91 0.294 2 0.14
4 SNV iPLS 1750 0.895 5 0.08
5 SNV None 1750 0.909 5 0.07
6 SNV GA 240 0.984 9 0.09
7 SNV GA + uncertainity test 132 0.978 6 0.03
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Fig. 3. Variable selection results with iPLS method for different pre-processing: (a) SNV; (b) autoscale; (c) 1st derivative; (d) 2nd derivative; each line represents
the RMSECYV of one spectral interval. Lines with black circular marks represent the global model built with all variables.

Table 2 selected rather than individual variables to prevent the selec-
Parameters used in the genetic algorithm’s routine tion of possible random correlated variables. The best model
Parameter Value achieved an RMSECYV of 0.09, which is similar to the reference
method precision and therefore, considered acceptable. How-

Population size 64 . . . . .

. . ever, this model was build with 9 LVs, and there is a risk of
Window width 10 . . . .
Initial terms 30 data over-fitting, meaning therefore, that the relationship .found
Max. generations 100 between the data and the target values or dependent variables
Mutation rate 0.005 may not hold for subsequent predictions. To minimize the pos-
Crossover Double sibility of over-fitting, the variables (wavenumbers) were tested
Regression PLS . .
Mox. LV o by an uncertainty test that makes a comparison between model
Cross-validation Contiguous leverages and prediction leverages in order to eliminate non-

significant variables. With this procedure, a final model for API
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Fig. 4. Wavenumbers selected by genetic algorithm (grey areas) that were used
for PLS models development. Each grey shade highlights the range used for
each analyte.

content was built with 132 variables and 6 LVs with RMSECV
of 0.03.

The variables selection strategy for other properties studied
was identical to the one described for API model development.
The different wavenumbers ranges used by the models of each
property are identified in Fig. 4. The ranges used have a min-
imum overlap between them, which gives a good robustness
indicator for the models.

The NIR calibration results for the prediction of viscosity,
N-source and C-source are presented in Table 3. Viscosity is
modelled best with just mean centred spectra without any further
treatments, as the modelling captures baseline shifts related to
biomass growth and the cultivation broth’s physical changes.

For N-source and C-source compounds, a 1st Savitsky—Golay
derivative was needed to enhance the chemical properties of the
broth by reducing the global baseline variations. The model for
N-source compound has a low correlation coefficient (0.716)
when compared with the other ones. Still, regarding the narrow
calibration range from 0.03 to 0.08%, the achieved RMSECV
of 0.01% is the better one in absolute values. The C-source
model has a RMSECV of 0.4% that represents a relative error
of 13%.

4.2. Real time validation

The transflection probe was placed into a production plant
bioreactor not used during the model development stage. The

Table 3
Calibration models details for the four analytes. All models built with mean
centered data

Property Calibration range ~ Pre-processing ~ R? RMSEP LVs
API content  0.10-0.50% SNV 0.978 0.03% 6
Viscosity 50-1500 cp mncn 0.898 150 2
N-source 0.03-0.08% Ist derivative 0.716 0.01 1
C-source 0.7-3.6% Ist derivative 0.900 04% 1
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Fig. 5. Predicted profiles of a validation batch at production scale. In situ NIR

predictions (lines); reference values (circles). Grey areas represent the confi-

dence intervals for each prediction based on a 95% confidence interval.

predicted properties profiles simultaneously produced by each
of the validated models are shown in Fig. 5 for C-source, N-
source, and viscosity, as well as the corresponding analytical
values obtained by standard reference methods. In Fig. 5 the
grey areas represent the confidence intervals for each predic-
tion, based on a 95% confidence interval around the predicted
Y-value that is computed as a function of the sample’s lever-
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Fig. 6. APImodel cross-validation results for model development and prediction
results for real time validation. NIR predicted values vs. reference values. ()
Cross-validation results, y=0.9947x +0.0025; RMSECV =0.03; (A) validation
results, RMSEP =0.03.
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age and its X-residual variance [12]. The viscosity profile may
be influenced by the differences between the fluid conditions
inside and outside the bioreactor for the at-line reference analy-
sis (aeration, temperature). Both N-source and C-source profiles
are in good agreement with reference values and show variations
that are not visible by the low frequency conventional sampling
scheme.

The API profile is undisclosed as biosynthetic patterns would
be revealed. However, real time prediction results can be seen
in Fig. 6 where the reference values are plotted against the real
time predicted values. The scale and specific reactor used did
not affect the model’s prediction performance.

5. Conclusion

The main objective of the present study was to develop a
multi-parametric technique for process monitoring and super-
vision of several bioreactors of different scales and slightly
different designs.

A NIR method was developed based on a transflection steam-
sterilizable probe immersed into the fermentation cultivation
media, to monitor key bioprocess analytes in real time. This
fiber optics technique can be an alternative to other methods
based on sample collection and off-line analysis. The measure-
ments were made under real industrial conditions such as high
temperatures, humidity, and floor vibrations.

Quantitative results obtained were considered satisfactory
both for process understanding and process control, empha-
sizing that the models were valid when applied to variable
matrices, scales, volumes, temperatures, aeration, and stirring
conditions. This method enables to simultaneously monitor mul-
tiple fermentation reactors giving multi-parametric analyses of
the fermentation media, with satisfactory accuracy.

The models built can be used both in pilot and production
scale and as such are a valuable tool for process optimization at
pilot scale and for variability control in industrial production.
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Abstract

A method for the extraction of valuable compounds from plants and flowers (viz. laurel, rosemary, thyme, oregano and tuberose) is proposed. The
dynamic approach allows go-and-backward circulation of the extractant (ethanol) through the solid sample subjected to the action of an ultrasound
probe (thus reducing sample amount and avoiding overpressure). A multivariate optimisation study and application of the optimum values of the
variables to kinetics studies show that 10 min is sufficient to obtain extraction efficiencies that greatly surpass those provided by steam distillation
for essential oils or superheated liquid extraction for these oils and other valuable compounds, with lower costs and higher quality of the extract. The
extraction time of the proposed method is 176—165 min shorter than steam distillation and 31-20 min shorter than superheated liquid extraction,

depending on the target compound.
© 2008 Elsevier B.V. All rights reserved.

Keywords: Solid-liquid extraction; Ultrasound; Steam distillation; Superheated liquid extraction; Laurel; Rosemary; Thyme; Oregano; Tuberose; Aromatic plants;
Ultrasound-assisted extraction; Dynamic extraction; HPLC-MS identification; GC-MS

1. Introduction

Essential oils are aromatic substances widely used in the
perfume industry, pharmaceutical sector, food and human nutri-
tion field. They are mixtures of volatile compounds mainly
constituted by monoterpenes and sesquiterpenes and their oxy-
genated derivatives, together with aliphatic aldehydes, alcohols
and esters—90-95% of the whole oil. A large percentage of
the volatile fraction is composed by terpenes, which make little
contribution to the flavour or fragrance of the oil, and are decom-
posed by heat, light and oxygen — owing to their unsaturated
groups — to produce undesirable compounds which can give
off-flavour and off-aromas. The oxygenated fraction is highly
odoriferous and mainly responsible for the characteristic flavour
[1].

Conventional methods for essential oils isolation are
hydrodistillation or steam distillation. In the former the plant
material is inserted into water, subjected to heating and the

* Corresponding author. Tel.: +34 957 218615; fax: +34 957 218615.
E-mail address: qallucam@uco.es (M.D. Luque de Castro).

0039-9140/$ — see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.01.057

vapor, which contains the volatile compounds, is passed through
a cooler for condensation with subsequent collection. In steam
distillation a steam from boiling water is passed through the raw
material for times ranging between 60 min and several hours,
which drives out most of its volatile fragrant compounds. The
condensate, which contains both water and the aromatics, is set-
tled in a flask. Steam distillation is commonly used for fresh
plant materials such as flowers, leaves, and stems. Essential oils
from citrus used in the food and perfume industries are com-
monly isolated by cold pressing, in which a pressure is applied
to the sample in contact with the solvent without increasing
the temperature. Conventional methods based on solid-liquid
extraction [1-3] provide extracts containing the volatile frac-
tion together with a non-volatile fraction, the nature of which
strongly depends on the method used. In this case the raw mate-
rial is plunged in a solvent able to dissolve the target compounds
and then agitated to favour mass transfer. Solvents for this macer-
ation/solvent extraction process include hexane, dimethyl ether,
methanol and ethanol [4-7].

All conventional methods to isolate valuable compounds
from aromatic plants have important drawbacks, such as low
yields, formation of by-products — owing to degradation of



1370 J.M. Rolddn-Gutiérrez et al. / Talanta 75 (2008) 1369-1375

thermally unstable and unsaturated compounds by temperature
or hydrolytic effects, respectively — large extraction times and
the presence of the extractant, usually a toxic organic solvent
[4-6]. These drawbacks have led to searching for alternative
extraction techniques. Supercritical fluid extraction (SFE) — par-
ticularly with CO, as extractant — has recognised advantages
[8-11] over other extraction techniques such as the possibil-
ity to work at relatively low temperatures and its non-toxic
character and chemical inertness [12], which makes SFE an
excellent choice for the isolation of valuable compounds from
aromatic plants [13—15], despite the drawbacks linked to the
use of CO,-SFE as are the necessity of high purity CO, —
owing to contamination of the extracted species with CO,
impurities — the exclusive affinity of the supercritical CO; to
low-polar and non-polar compounds in the sample and the rel-
atively high acquisition cost [1]. Microwave-assisted extraction
(MAE) and superheated liquid extraction (SLE) are relatively
recent alternatives for the isolation of valuable compounds from
aromatic plants. Their yields are better than those provided by
conventional methods but they also have the shortcoming of
sample subjection to high temperatures with formation of unde-
sirable compounds and frequent use of toxic organic solvents
[1].

Ultrasound-assisted extraction (USAE) is a more recent
approach to obtain valuable compounds from plants [16], which
circumvents some of the drawbacks of conventional techniques,
such as losses and degradation of volatile and thermolabile com-
pounds, thanks to its working temperatures, most times at (or
close to) ambient conditions. In many situations, USAE is faster
and more efficient than conventional extraction and provides
high efficiencies with modest consumption of extractant, which
does not require to be polar as is the case with MAE. The main
advantages of USAE versus other techniques — such as MAE,
SLE and SFE — are lower costs, thanks to the simplicity of the
equipment needed, and the similar or better yields obtained most
times [17]. The main shortcoming of USAE is potential forma-
tion of free radicals during sonolysis of the solvent, which can
produce degradation of some labile compounds by oxidation
[18].

The aim of this research was to develop a rapid, efficient
and inexpensive method for the extraction of valuable com-
pounds from aromatic plants and flowers. The extract thus
obtained was subject to liquid—liquid extraction coupled to either
gas chromatography—flame ionization detection (GC-FID) or
gas chromatography—mass spectrometry (GC—MS) for detection
and identification of the extracted compounds, respectively.

2. Experimental
2.1. Instruments and apparatus

Ultrasound-assisted extraction was performed using an
extractor consisting of a stainless steel cylindrical extraction
chamber (100 mm x 10 mm i.d.) that is closed with screw-caps
at either end and permits the circulation of the leaching fluid
through it. The screw-caps also contained cotton filters to ensure
that the sample remained in the extraction chamber. A four-

UP
PPP
EX
W
sV
— @
WB EC
—

Fig. 1. Experimental set-up for the dynamic ultrasound-assisted extraction of
essential oils from aromatic plants and flowers. LC, leaching carrier; EX, extract;
SV, switching valve; PPP, programmable peristaltic pump; UP, ultrasonic probe;
EC, extraction chamber; WB, thermostatic water bath.

channel Gilson Minipuls-3 low-pressure peristaltic pump, PTFE
tubing of 0.8 mm i.d. and an injection valve — acting as a selec-
tion valve — were used to build the flow manifold shown in
Fig. 1. The peristaltic pump was programmed for changing the
rotation direction at preset intervals and three glass balls were
placed with the sample in the extraction chamber, thus avoid-
ing increased sample compactness and increased pressure in the
dynamic system as a result.

Ultrasonic irradiation was applied by means of a Branson
450 digital sonifier (20kHz, 450 W) equipped with a cylindrical
titanium alloy probe (12.70 mm in diameter) and immersed into
a water bath in which the extraction chamber was placed.

A simple laboratory Quickfit apparatus consisting of a 2000-
ml steam generator flask, a condenser and a receiving vessel was
used to perform steam distillation.

Superheated water extraction (SWE) was performed using
the assembly described by Fernandez-Pérez et al. [4].

Identification of the compounds in the extracts was performed
by using a Varian CP 3800 gas chromatograph coupled to a Sat-
urn 2200 ion trap mass spectrometer (Sugar Land, TX, USA) and
a Varian (Palo Alto, CA, USA) Star 3400 gas chromatograph was
used for optimisation and quantification. Both chromatographs
were equipped with Factor Four Capillary columns (VF-5ms
30m x 0.25 mm) i.d. DF=0.25).

2.2. Reagents and samples

Ethanol and hexane of HPLC-grade were both from Scharlau
(Barcelona, Spain). Eighteen microohms deionised water from
a Millipore Milli-Q water purification system was used to pre-
pare the water—ethanol extractant mixtures. A stock standard
of 6600 wg/ml of nonane (Sigma, St. Louis, MO, USA) was
prepared in HPLC-grade hexane and used as internal standard.
Anhydrous Na; SO4 from Merk (Darmstadt, Germany) was used
as drying agent in the liquid-liquid extraction step.

Leaves of laurel (Laurus nobilis L.), rosemary (Rosmari-
nus officinalis L.), thyme (Thymus vulgaris L.) and oregano
(Oreganum majorana) were collected in the South of Spain
(Montilla, Cérdoba). Tuberoses were from a local flower shop.
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2.3. Sample preparation

Leaves were collected from five different plants and, in each
case, mixed, dried in an oven at 40 °C for 24 h, milled and kept
at 4°C in dark until use. Flower samples (tuberose) were not
dried to protect labile compounds and could not be milled at the
same size as the other samples owing to formation of a paste
which blocked the extraction chamber.

2.4. Extraction procedures

2.4.1. Ultrasound-assisted extraction

One gram of milled leaves was placed in the extraction cham-
ber, which was assembled to the dynamic system, as shown in
Fig. 1, and filled with the extractant (ethanol) propelled by the
peristaltic pump with the extraction chamber immersed into a
water bath at 25 °C. The extractant was then circulated through
the solid sample for a 10-min preset time under ultrasonic irra-
diation (duty cycle 0.3 s, output amplitude 10% of the converter,
applied power 450 W with the probe placed at the minimal
distance to the top surface of the extraction cell, but without
contacting it). During extraction the direction of the leaching
carrier (at a flow-rate of 4 mlmin~—!) was changed each 120,
thus minimising increased compactness of the sample in the
extraction cell that could cause overpressure in the system.

2.4.2. Steam distillation

The steam generator flask was filled with Milli-Q purified
water and heated with a heating mantle. As the water vaporised,
the steam passed to the distillation flask containing 3.0 g of plant
and, then, through the cooled tube where it was condensed. The
distillate (520 ml) was collected in the receiving flask after 3h
distillation.

2.4.3. Superheated water extraction

The cell was filled with 3.0 g of leaves and glass-wool plugs
were inserted at both ends of the cell to prevent the frit from being
plugged. After assembling the extraction cell to the dynamic
manifold, locating the cell in the oven and filling the cell with
the extractant (water), the oven was brought up to the working
temperature (150 °C) and pressurised with ~10 bar by the pump;
then, the pump was stopped and static extraction was developed
for 15 min, after which, the outlet valve was opened and the
extract, pumped at a flow-rate of 2ml min~!, was collected in a
vial [19].

2.5. Extract preparation—individual separation—detection

After USAE, the extract was subject to liquid—liquid extrac-
tion using a small hexane volume for preconcentration and
solvent exchange for subsequent insertion into the gas chro-
matograph. The variables affecting this step — i.e. volume of
extractant and number of extraction cycles — had been studied
in previous research so, 1 ml of hexane and only one extraction
cycle were used [20-21]. Six .l nonane stock standard solution
was added to the extract before liquid-liquid extraction. The
USAE extract containing the nonane standard solution was put

into contact with 1 ml hexane, shaken for 5 min and centrifuged;
then, the ethanolic phase was removed and Na;SO4 was added
to the organic phase as drying agent to eliminate water traces.
The higher volume of the steam distillation extract made nec-
essary 25 ml hexane and 150 pl nonane stock standard for the
liquid-liquid extraction step.

Aliquots — 1 pl — of the hexane phase were injected into a
Factor Four Capillary Column (VF-5ms 30m x 0.25 mm, i.d.
DF =0.25). The carrier gas (helium) was delivered into the col-
umn head at a constant pressure of 20 psi. The temperature of the
FID was 300 °C and the oven temperature 40 °C for 2 min, then
increased to 250 °C at 4°C min~!. The chromatograph worked
in the splitless mode and the analysis took 69 min.

Identification of the different volatile components in the
extract was obtained by injecting 1 pl hexane extract into the
GC column and using a Saturn 2200 ion trap mass spectrom-
eter as detector. The chromatographic conditions were as in
GC-FID.

3. Results and discussion

The main objectives of the research were identification
of the compounds extracted from the different raw materials
and comparison of the performance of the different extraction
approaches. A mass-spectrometry library was used instead of
individual standards for the identification of the different com-
pounds. The criteria used to assign a proposed compound as
a component of the essential oil were similar to those used in
previous publications [4,9,10]: the Fit, RFit and average values
should be higher than 950. For the comparison of the differ-
ent extraction approaches a nonane stock standard solution was
added to the sample and the ratio between the areas obtained
by the target analytes and that provided by nonane, which is
not present in the extracts, was used as response variable. The
nonane solution was also used for correction of the effect of dif-
ferences in the amounts of sample used in the different extraction
methods.

3.1. Optimisation of the extraction variables

The aromatic plant selected for the optimisation study was
laurel; then, the optimal working conditions were applied to the
extraction of valuable compounds from other plants and their
similar behaviour checked. The response variable for the optimi-
sation of the extraction procedure was the ratio between the area
obtained by the nonane standard solution and those provided by
the target compounds. An increase of this ratio can be related to
an enhancement of the extraction efficiency; a decreased value
should be associated to degradation.

Eight variables were considered for multivariate optimisation
of the extraction step in the dynamic manifold, namely: the probe
position, percent of ultrasound exposure duty cycle, ultrasound
radiation amplitude, irradiation time, water bath temperature,
extractant flow-rate, extractant composition and volume of the
dynamic system (extractant volume). A Plackett—-Burman design
type Il resolution allowing three degrees of freedom and involv-
ing 12 randomised runs plus three centre points was built for a
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Table 1
Optimisation of the ultrasound-assisted extraction of valuable compounds from
laurel

Variable Tested range Optimum
value
First Second
design design
Radiation amplitude (%) 10-50 10 10
Duty cycle (%) 30-70 30 30
Irradiation time (min) 1-5 5-10 10
Extractant flow-rate (ml min~!) 14 4 4
Ethanol (%) 25-75 50-100 100
Probe position (cm) 0.1-4 0.1 0.1
Temperature (°C) 25-40 25 25
Extractant volume (ml) 8.5-10 8.5 8.5

screening study of these eight factors. The upper and lower val-
ues of each variable were selected from a preliminary study.
The tested and the optimum values obtained for each variable
are shown in Table 1. The results of this screening study, which
are shown in Fig. 2A, were that the probe position, percent of
ultrasound exposure duty cycle, ultrasound radiation amplitude,
extractant flow-rate, volume of the dynamic system and bath
temperature were not statistically significant factors within the
ranges of the study; however, the results showed higher extrac-
tion efficiencies with the upper values of extractant flow-rate and
probe position and the lower values of the other four variables;

GV
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Fig. 2. Results obtained by the optimisation of the extraction variables for phel-
landrene (similar results were obtained for the rest of the compounds). (A)
Plackett Burman design. (B) Second multivariate design.

thus, 10% radiation amplitude, 25% of duty cycle, 4 mI min~!,
0.1 cm position probe, 8.5ml volume of the dynamic system
and 25 °C water bath temperature were selected for subsequent
experiments. The extractant composition and irradiation time
were the variables statistically significant, and gave better global
extraction efficiencies with the highest values used in this study;
so higher concentrations of ethanol in the extractant and longer
irradiation times were tested in a multivariate study. The results
of this study, as can be seen in Fig. 2B, show that both variables
were statistically significant and gave higher extraction efficien-
cies with the upper values; so, the extractant composition was
fixed at 100% ethanol and a kinetics study, discussed later, was
made to optimise the irradiation time.

The optimisation of the chromatographic separation—
detection step was performed in a previous study [21] where
the variables of the chromatographic system — split ratio, flow-
rate of the carrier gas and temperature program — were studied.
The optimum values were checked for application in the present
method.

3.2. Evaluation of the precision of the USAE-GC method

In order to know the precision of the proposed method,
within-laboratory reproducibility and repeatability studies were
evaluated in a single experimental set-up with duplicates [22].
The experiments were carried out using 1g of milled laurel
leaves and the optimum working conditions. Two measurements
per day were made in 7 days. The repeatability, expressed as
relative standard deviation, was from 2.93 to 7.58%; meanwhile
within-laboratory reproducibility ranged from 5.99 to 10.45%,
as listed in Table 2.

3.3. Scope of USAE: kinetics studies

To assess the scope of the ultrasound-assisted method to
extract valuable compounds from plants, it was applied to other
plants such as rosemary, thyme, oregano and flowers such as
tuberose. Kinetics studies of the extraction were aimed at both
to obtain the optimum irradiation time for maximum or complete
extraction from each sample and know if degradation of some
compounds takes place under ultrasound action. The behaviour
of the target analytes is quite different; thus, maximum extrac-
tion of phellandrene, terpinene, pinene and linalyl acetate is
obtained after ultrasound irradiation for 2 min, and their con-
centrations in the extract remain constant for longer irradiation
times; all the others are extracted within 8 min US-irradiation,
except elemicin and isoelemicin, which require 10min, and
eucalyptol and linalool, which behave as shown in Fig. 3 (viz.
maximum extraction for 10 min, after which the concentration
in the extract declines, probably as a consequence of degrada-
tion at longer irradiation times). The behaviour of the aromatic
compounds was independent of the plant material. In the case
of tuberose, an extraction time of 4 min was optimum; longer
times result in significant degradation.

The results provided by the USAE method for extraction of
the valuable compounds in the raw materials were compared
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Table 2

Results obtained from the evaluation of the precision of the proposed USAE
method in terms of repeatability relative standard deviation (s;) and within-
laboratory reproducibility relative standard deviation (swr) for each analyte
(traditional nomenclature in brackets)

Compound s (%) Swr (%)

5-Isopropyl-2-methyl-1,3-cyclohexadiene 5.29 9.50
(Phellandrene)

1-Isopropyl-4-methyl-1,3-cyclohexadiene 4.77 6.20
(Terpinene)

2,6,6-Trimethylbicyclo[3.1.1]hept-2-ene 7.31 10.46
(Pinene)

3,7-Dimethyl-1,6-octadien-3-yl acetate (Linalyl 5.47 6.34
acetate)

4-Isopropenyl-1-methyl-1-cyclohexene 4.10 6.68
(Limonene)

1,3,3-Trimethyl-2-oxabicyclo[2.2.2]octane 4.81 6.33
(Eucalyptol)

3,7-Dimethyl-1,6-octadien-3-ol (Linalool) 4.74 9.40

1,7,7-Trimethylbicyclo[2.2.1]heptan-2-ol 6.58 9.05
(Borneol)

p-Menthane-1,2-diyl diacetate (Terpin diacetate) 6.02 6.95

1-Isopropyl-4-methyl-3-cyclohexen-1-ol 4.18 7.42
(Terpinen-4-ol)

2-(4-Methyl-3-cyclohexenyl)isopropanol 5.14 7.40
(Terpineol)

2-(4-Methyl-3-cyclohexenyl)isopropyl acetate 7.59 9.05
(Terpinyl acetate)

2-Methoxy-4-propenylphenol (Isoeugenol) 6.35 9.45

4-Allyl-1,2-dimethoxybenzene (Methyleugenol) 4.90 9.21

2-Methoxy-4-(2-propenyl)phenol (Eugenol) 4.35 8.55

3,4,5-Trimethoxyallylbenzene (Elemicin) 5.79 6.43

1,2,3-Trimethoxy-allylbenzene (Isoelemicin) 2.93 6.00

with those obtained by steam distillation for 3 h, which are usu-
ally taken as complete extraction of essential oils. Table 3 shows
that the amounts of the oils obtained by USAE are similar to
(higher or much higher than) those from steam distillation, which
point out either an incomplete extraction or loss of these volatile
analytes occurring by application of the latter method. Also SWE
provides poorer results than the proposed method, as can be seen
in Table 3, where the results were provided by extracts obtained
under the optimum SWE working conditions found in the lit-
erature [19,20] for all plants but not for tuberose, which was
completely degraded (the peaks of the target compounds disap-
pear in the chromatogram of the extracts obtained by SWE for
5 min). As shown in the table, most of the extracted compounds
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Fig. 3. Effect of the irradiation time on the main components of essential oil
from laurel.

Table 3

Comparison of target compound-internal standard peak area ratio of extracts
obtained by steam distillation, SWE and USAE under the optimum working
conditions for each type of sample

Compound USAE Steam distillation SWE
Laurel
a-Phellandrene 1.57 0.00 0.43
a-Terpinene 4.35 0.00 0.57
a-Pinene 1.71 0.00 0.41
Linalyl acetate 0.46 0.00 0.12
Limonene 0.09 0.00 0.25
Eucaliptol 16.32 0.22 5.21
Linalool 4.63 0.19 6.91
Borneol 0.12 0.01 0.14
Terpin diacetate 0.05 0.00 0.06
Terpinen-4-ol 0.95 0.04 1.02
a-Terpineol 1.16 0.08 1.34
Terpinenyl acetate 9.37 0.04 1.63
Isoeugenol 0.92 0.20 0.97
Methyleugenol 2.03 0.40 1.60
Eugenol 0.14 0.03 0.04
Elemicin 0.26 0.02 0.03
Isoelemicin 0.51 0.04 0.01
Rosemary
a-Pinene 472 0.00 1.29
Camphene 1.26 0.00 0.31
a-Terpinene 0.29 0.00 0.30
Cymene 0.95 0.00 0.30
Terpinolene 9.56 0.57 3.05
Linalool 0.49 0.00 0.58
Camphor 1.66 0.26 1.78
Borneol 3.56 1.27 4.69
Terpinen-4-ol 3.59 0.00 4.61
a-Terpineol 0.58 0.08 1.40
Verbenone 6.25 1.88 4.81
Carvacrol 2.70 0.41 3.93
Thymol 0.90 0.00 0.71
Thyme
a-Phellandrene 0.12 0.00 0.00
a-Pinene 1.30 0.00 0.36
Camphene 0.26 0.00 0.06
B-Pinene 0.44 0.00 0.11
a-Terpinene 0.12 0.00 0.18
Cymene 5.17 0.05 1.65
Eucaliptol 0.96 0.00 1.29
Camphor 1.27 0.04 1.59
Borneol 1.33 0.07 1.47
Terpinen-4-ol 1.11 0.00 1.34
a-Terpineol 0.07 0.00 0.09
Verbenone 1.16 0.00 0.46
Thymol 3.47 0.00 0.28
Oregano
a-Phellandrene 1.84 0.00 0.50
a-Pinene 2.01 0.00 0.49
3-Phellandrene 1.07 0.00 0.14
B-Pinene 1.13 0.00 0.27
Cymene 9.73 0.20 2.52
Limonene 1.70 0.00 1.90
Sabinene 1.71 0.00 1.94
Eucaliptol 2.18 0.00 0.70
Carene 0.06 0.00 0.00
Terpinolene 0.53 0.49 0.00
o-Terpineol 0.78 0.15 0.00
Thymol 0.80 0.00 0.00
Carvacrol 0.82 0.07 0.00
Tuberose
Linalool 0.01 0.01
Camphor 0.02 0.02
Borneol 0.14 0.12
Terpinen-4-ol 0.14 0.13
a-Terpineol 0.08 0.07
Verbenona 0.20 0.14
Carvacrol 2.64 2.28
Thymol 6.76 6.52
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are more concentrated in the extracts obtained by USAE. A very
significant degradation of these compounds was observed when
the SWE time increased from the optimum value of 30—40 min
(as observed by decrease of the peaks in the chromatograms
from the corresponding extracts).

3.4. Comparison of methods

The proposed USAE method was compared with other alter-
natives such as steam distillation and SWE in terms of cost,
rapidity, quality of the extract and efficiency for the samples
under study, shown in Table 3. For aromatic plants, USAE was
compared with steam distillation and SWE, but in the case of
tuberose samples, USAE was only compared with steam distilla-
tion owing to unability of SWE to extract the target compounds
in this matrix without degradation.

3.4.1. Costs

The extraction costs of the proposed method are clearly
advantageous. The energy cost required for water evaporation
in steam distillation, and for reaching superheated conditions
(>5bar and 150°C) surpassed that required in USAE. Also,
the volume of extract is lower in USAE. These aspects are of
paramount importance for potential future implementation of
the method at an industrial scale.

3.4.2. Rapidity

USAE requires a total extraction time between 4 and 10 min.
The time required for steam distillation was 3 h, and 35 min
was needed for SWE; thus, the extraction time for the proposed
method is from 176 to 165 min shorter than for steam distillation
—from 45 to 12 times faster — and from 31 to 20 min shorter than
SWE — from 9 to 2 times faster.

3.4.3. Efficiency

The proposed method provides richer and more concentrated
extracts than steam distillation for all the samples and com-
pounds, more than SWE for the more oxygenated fraction and
similar to it for terpenes and other less volatile compounds. This
assertion can be inferred by comparison of the peak area ratio
obtained from the methods under optimum conditions, as shown
in Table 3.

3.4.4. Quality of the extracts

The amount of very volatile compounds — usually oxygenated
compounds — constitutes a measure of extract quality as these
compounds are more valuable than the less volatile fraction.
The extract obtained by USAE contains higher amounts of more
volatile compounds—which appear at shorter retention times in
the chromatogram; therefore, this extract possesses an aroma
more similar to the natural aroma of laurel, rosemary, thyme or
oregano.

4. Conclusions

The proposed USAE — combined with GC-FID and GC-MS
for the determination and identification, respectively, of the com-

pounds of interest — is faster than steam distillation or SWE —
18 and 2.5 times faster, respectively — and allows substantial
savings of both energy and investment cost.

USAE is more effective than steam distillation and SWE
and gives extracts more valuable than those provided by other
well established extraction alternatives thanks to the more effi-
cient extraction of the most volatile fraction, which gives rise
to an aroma more similar to the natural aroma of the target
plants. Furthermore, the use of ethanol as extractant facili-
tates industrial application for human uses thanks to its low
toxicity.

The proposed USAE approach is a good alternative to conven-
tional extraction techniques as it solves most of their drawbacks,
namely: long extraction times, high energy and acquisition costs,
low yields and presence of toxic organic extractant residues in
the extracts. It can be used for the extraction of valuable com-
pounds from a large number of aromatic plants which are widely
used in food, pharmaceutical and cosmetic industries and also it
proven to be effective for the extraction of valuable compounds
from some flowers.
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Abstract

Natural clinoptilolite was used as a sorbent material for solid phase extraction and preconcentration of vanadium. The clinoptilolite was first
saturated with a cation such as nickel(II) and then modified with benzyldimethyltetradecyleammonium chloride (BDTA) for increasing sorption
of 4-(2-pyridylazo)resorcinol (PAR). Vanadium—PAR complex was quantitatively retained on the sorbent by the column method at the pH range
6.2-7.0 at a flow rate of 1 mL min~". It was removed from the column with 5.0 mL of dimethylformamide solution at a flow rate of 0.8 mL min~!
and determined by UV-vis spectrophotometry at Ap,x =550 nm. 0.031 g of vanadium can be concentrated from 450 mL of aqueous sample
(where detection limit as 0.07 ngmL~! with preconcentration factor of 90). Relative standard deviation for eight replicate determination of 5.0 g
of vanadium in final solution is 2.1%. The interference of number of anions and cations has been studied in detail to optimize the conditions and

method was successfully applied for determination of all vanadium as V(IV) form in standard samples.

© 2008 Elsevier B.V. All rights reserved.

Keywords: Separation and preconcentration of vanadium; Natural zeolite; Clinoptilolite

1. Introduction

The determination of vanadium has received extensive atten-
tion because of its increasing importance in biological and
environmental studies. This metal is widely distributed in the
earth’s crust but in low abundance and their presence in the atmo-
sphere is mainly due to the combustion of fossil fuels, which have
important vanadium contents [1]. Vanadium at trace amounts
represents an essential element for normal cell growth, but can
be toxic when present at higher concentration [2].

The content of vanadium in natural samples such as soils and
plants is very low in the range of a few wg L~!, hence powerful
analytical methods are required. Several analytical techniques
have been reported for the determination of vanadium, which
includes voltammetry [3], atomic absorption spectrometry [4,5],
spectrofluorimetry [6], atomic emission spectrometry [7], high
performance liquid chromatography [8,9] and ion chromatogra-

* Corresponding author.
E-mail address: eli_rostampoor @yahoo.com (L. Rostampour).

0039-9140/$ — see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.01.045

phy inductively coupled plasma-optical emission spectrometry
[10]. These techniques suffers from several disadvantages such
as few techniques are expensive (ICP-OES), few other having
poor sensitivity (AAS) and few others require specific electrodes
(voltammetry) for the determination of vanadium. Spectropho-
tometry is a common technique used for the determination of
vanadium owing to its simplicity and low-cost instrumentation.
Most of the direct spectrophotometric methods for determina-
tion of vanadium in environmental samples lack the necessary
sensitivity and/or selectivity without sample pretreatment [11].
Preconcentration/separation procedures based on sorption are
considered to be superior to the liquid—liquid extraction due to
their simplicity and ability to obtain high enrichment factors.
Application of sorbents obtained by immobilization of chelat-
ing agents on solid supports has the advantage of controlling
the capacity and selectivity of metal sorption by the appropriate
choice of loading organic agents, thus controlling the efficiency
of the process. Chelating resins [12—-14], activated carbon [15]
and various modified polymers [16—18] have been applied for
the pretreatment of vanadium. Zeolites are naturally occurring
hydrated aluminosilicate minerals, and belong to the class of
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minerals known as “tectosilicates”. Most common natural zeo-
lites are formed by alternation of glass-rich volcanic rocks (tuff)
with fresh or saline water in playa lakes or by seawater [19].
The structure of zeolites is formed by [SiO4]*~ and [AlO4]*~
tetrahedral units. An oxygen bridge joins Si and Al atoms. Neu-
tralization of an overall negative surface charge requires counter
ions (e.g., Na*, Ca®*, K* and Mg?*). Due to the charged nature of
the framework and its ability to form Bronsted acid sites, zeolites
are useful for many applications [20]. Natural zeolites have been
intensively studied because of their applicability in removing
trace quantities of heavy metal ions from aqueous solutions by
utilizing the ion-exchange phenomenon [21-24]. Clinoptilolite
is the most abundant natural zeolite and its typical unit cell for-
mula is given either as Nag[(AlO7)g (S102)30]°24H,0 or (Nay,
Ks, Ca, Mg)3°[(AlO2)s (Si02)30]°24H0 [25,26]. The sorption
on zeolitic particles is a complex process because of their porous
structure, inner and outer charged surfaces, mineralogical, exis-
tence of crystal edges, broken bands and other imperfections of
the surface [27]. The reason for selecting zeolite as an adsor-
bent is its relatively moderate surface area, high and selective
ion-exchange capacity, low cost and relative simplicity of appli-
cation and operation. It is believed that the ability of zeolite
as an adsorbent for organic compounds and metal ions from
adsorption of surfactants onto zeolites [28].

The aim of this research was to investigate analytical
applicability of natural clinoptilolite zeolite as a new sor-
bent for preconcentration of vanadium traces. In this method
vanadium(IV)-PAR complex was adsorbed onto modified
clinoptilolite zeolite and then was recovered by 5.0mL of
dimethylformamide. After this steps vanadium was determined
with UV-vis spectrophotometry. It was found that this method
is simple, highly sensitive, fast and economical.

2. Experimental
2.1. Apparatus and reagents

Spectrophotometric vanadium determinations with PAR
were performed by use of a single beam Varian Cary-50
UV-vis spectrophotometer equipped with 1.0cm quartz cell.
A metrohm 713 pH meter connected to a glass electrode
was used for pH measurements. A funnel-tipped glass tube
(100 mm x 5mm) was used as the column for preconcentra-
tion. All glassware and columns were washed with concentrated
nitric acid before use. All reagents used were of analytical grade.
Vanadium(IV) stock standard solution (100 pg mL™") was pre-
pared by dissolving 0.5180 g of VOSO4°*5H,0 (Merck) in 5 mL
of concentrated H,SO4 and dilution to 1000 mL with water in
standard flask. Fresh working standard solutions of VO** were
prepared daily by dilution of the stock solution. A solutions
of 4-(2-pyridylazo) resorcinol (99%, Merck) 103 mol L™! was
prepared by dissolution in distilled water. Benzyldimethylte-
tradecyleammonium chloride (BDTA) solution (0.1 mol L~1)
was prepared by dissolving 20.6120g of (98%, Merck) in
500 mL of distilled water. Phosphate buffer solution was pre-
pared by dissolving 1.2 g of NaH,PO4 in 90 mL of distilled
water and titration to pH 6.5 with NaOH solution. Make up

volume to 100 mL with distilled water. Nickel(II) standard solu-
tion (200 wgmL~!) was prepared by dissolving 0.1021g of
nitrate nickel (Merck) in 100 mL of distilled water. Cadmium(II)
standard solution (200 pgmL™!) was prepared by dissolving
0.5544 g of nitrate cadmium (Merck) in 1000 mL of distilled
water. Zinc(IT) standard solution (200 wg mL~!) was prepared
by dissolving 0.6185 g of zinc nitrate (Merck) in 1000 mL of
distilled water. Solution of alkali metal salts and various metal
salts were used for studying of anionic and cationic interfer-
ences, respectively. Natural clinoptilolite zeolite was obtained
from Semnan region in the centre of Iran.

2.2. Zeolite modification

The zeolite raw mineral was ground and sieved in order
to obtain a sample with particle size class 0.110-0.125 mm.
The ammonium form of clinoptilolite (NH4*-Z) was obtained
from the zeolite by treatment with 1.0molL~! ammonium
nitrate solutions in solid/liquid ratio of 1 g/10 mL. This mix-
ture was shaken mechanically for 72 h at room temperature. The
NH4NO3 solution was replaced three times. After the shaking
period, the solid was filtered and washed with distilled water,
then was dried in an oven at 100 °C. In order to remove (evap-
oration) NH3 and formation of H-form of clinoptilolite (H*-Z),
it was put in furnace at 380 °C for 2 h. This form of zeolite had
much higher ion-exchange capacity than NH4*-Z.

Clinoptilolite was saturated with nickel (or cadmium or zinc)
by shaking 10 g of clinoptilolite with 100 mL of 200 mg L~}
nickel (or cadmium or zinc) solution for 2 h. These metals seem
to reach saturation, which means that the metal had filled possi-
ble available sites and further adsorption could take place only
at new surfaces. After the treatment, the resulting zeolite phase
was subjected to washing with nitric acid 4 mol L™! in order to
eliminate excess of Ni2* (or Cd?* or Zn?*) jons and then was
washed with distilled water to remove excess of acid.

The modification of zeolite was performed as follows:
100 mL of BDTA solution (0.1 mmol mL~!) was added to 10 g
of clinoptilolite and the mixture was shaken at room temperature
for 24 h. The BDTA-modified zeolite was filtered and washed
with distilled water, then was dried in an oven at 100 °C.

2.3. General procedure

0.3 g of the adsorbent (BDTA-modified clinoptilolite) was
added to a A funnel-tipped glass tube. An aliquot of vanadium
solution containing 0.05-15.0 g was taken into a beaker. 1 mL
of 0.2% ascorbic acid solution was added for convert of all vana-
dium forms to V(IV), if exists. Then 1 mL of 0.001 mol L~!
solution of PAR, 2 mL phosphate buffer (pH 6.5) were added
and the resulting solution was diluted to 50 mL with distilled
water. All mixtures were flushed with pure nitrogen and kept
at low temperature for a few minutes, then this solution was
passed through the column at a flow rate 1.0mL min~!. The
adsorbed complex on the column was eluted with 5.0 mL of
DMEF at a flow rate 0.8 mL min—! and the absorbance measured
at 550 nm against blank prepared in the same way but without
vanadium.
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Table 1
Analysis of vanadium in standard alloys

Sample Composition (%)

Found?®

NKK no. 1021; Al Si, Cu, Zn alloy

Mg, 0.29; Pb, 0.18; Zn, 1.76; Si, 5.56; Sn, 0.10; Ti, 0.04; Mn, 0.20; Cu, 2.72; Cr,

0.0068 £ 0.0002

0.03; Fe, 0.99; Bi, 0.01; Ni, 0.14; Zr, 0.01; Sb, 0.01; Ca, 0.004; V, 0.007

NKK no. 920; aluminum alloy

Si, 0.78; Fe, 0.729; Mg, 0.46; Cr, 0.27; Zn, 0.8; Ti, 0.15; Bi, 0.06; Ga, 0.05; Ca,

0.148 £ 0.002

0.03; Co, 0.10; Ni, 0.29; Cu, 0.71; Mn, 0.20; V, 0.15

Conditions were same as Fig. 2.
4 Mean of four determination = standard deviation.

2.4. Analysis of vanadium in standard alloys

The method was applied to the determination of vanadium
in Nippon Keikinzoku Kogyo (NKK) no 920 aluminum alloy,
NKK no 1021 Al, Si, Ca, Zn alloy. A 0.1-g sample of the stan-
dard alloy was completely dissolved in 10 mL of hydrochloric
acid (1:1) by heating on a water-bath. The 0.2% ascorbic acid
solution was used for convert of all vanadium forms to V(IV).
The solution was filtered and diluted to 100 mL with distilled
water in a standard flask. An aliquot of this sample was taken
and analyzed by the general procedure. The results obtained are
given in Table 1. These results are in agreement with certified
values.

2.5. Analysis of vanadium in synthetic samples

A synthetic sample containing vanadium was prepared in
10 ml of concentrated hydrochloric acid. The 0.2% ascorbic acid
solution was used for convert of all vanadium forms to V(IV).
The solution was filtered if needed, and the volume was made
to 100 ml in a standard flask. An aliquot of the sample solution
was analyzed by the general procedure and the results are given
in Table 2.

3. Results and discussion
3.1. Effect of the surfactant

The clinoptilolite zeolite without modification was not
suitable for separation and preconcentration of vanadium. There-
fore, benzyldimethyltetradecyleammonium chloride was added
to zeolite. Zeolite cannot adsorb ligand molecules because of
its smaller pore size than the ligand molecules. In addition to
this, natural zeolite has a negative charge in the entire range

Table 2
Analysis of vanadium in synthetic samples

pH. Therefore, anionic ligand groups will be repelled from the
negatively charged zeolite surface. This induces a relatively low
adsorption capacity. For this reason, in order to increase the
adsorption capacity, the surface of natural zeolite was modified
with a surfactant to generate a surface with hydrophobic proper-
ties and partially neutralize the negative charges [29]. A series of
experiments were carried out to find the optimum time to reach
equilibrium. The conditioning (mixing) time of 24 h was found
to be sufficient for reaching equilibrium.

3.2. Absorption spectra

The stability of the VO?* ion depends on the prevailing con-
ditions. In acidic solution and at low temperature, VO** species
can be kept for quite a long time. In alkaline solution, VO**
species can be stored for about 4 days at room temperature.
V(V) is readily oxidized by oxygen in air in neutral or high
pH media and the oxidation rate increases with increasing pH
and temperature. V(IV) can be stabilised by complexation with
a variety of ligands, because of the high affinity of V(IV) for
most oxygen, nitrogen and sulfur containing ligands [10]. In
addition to ascorbic acid [30] and (NH4),S [10] can be used as
a reducing agent. PAR reacts with vanadium(IV) in solution to
give red—violet complex with an absorption maximum at 550 nm
with stoichiometric ratio 1:1 as determined using the molar ratio
and continuous variation methods [31]. Between pH 6.2 and
7.0, this complex is sorbed on modified zeolite and desorbed
from the zeolite with DMF, then was measured at 300-650 nm
against blank. The absorbance of the blank was measured at
the same wavelengths. The blank absorbance results from the
reagent fixed on the zeolite. The net absorbance, Anc, for the
complex was obtained from the following equation [32]:

Anc = Acomplex — Ablank

Composition of synthetic sample (g g)

Concentration of vanadium (pg g)

Certified value Found?®
As, 4.0; Cd, 3.0; Cu, 0.60; Ca, 150; Fe, 6.0; Ni, 6.5; Mn, 10.0; Hg, 6.5 6.4 £ 0.2
8.0; Mg, 100; Pb, 25; Zn, 3.5; Tl, 1.5; Pd, 7.5; Rh, 0.85; Ir, 5.5
Mn, 3.5; Pb, 2.0; Sb,1.5; Ni, 6.0; Mo, 4.5; Mg, 75; Ca, 74; Cd, 7.5; 25.0 24.8 + 0.6
Hg, 2.5; Bi, 8.0; Zn, 12; Al, 2.5; Pd, 7.5; Rh, 18.0; Ir, 15.0
Ni, 15; Fe, 3.5; Zn, 6.5; Ca, 120; Mg, 65; Mn, 25; As, 3,5; Bi, 16; 48.0 476 £ 0.8

Mo, 6.5; Sb, 7.5; Hg, 15.0; Pd, 3.5; Rh, 17.5; Ir, 25.5

2 Average of five determinations, +standard deviation.
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Fig. 1. Absorption spectra of the PAR and its V(IV) complex: spectrum (a)
PAR blank against dimethylformamide; spectrum (b) PAR-V(IV) complex
against reagent blank. Conditions: V(IV), 5.0 ng; pH, 6.5; flow rate of sam-
ple, 1.0mL min~!; PAR, 0.001 mmol; eluent, 5.0 mL DMF with flow rate
0.8 mL min~!.

The spectra of the complex and blank are shown in Fig. 1.
3.3. Choice of solvent

A number of solvents were examined to dissolve the metal
complex along with the zeolite. It is essential to select a sol-
vent which the complex is highly soluble, stable and also allows
sensitive UV—vis spectrophotometric measurements. With min-
eral acids, complex was broken, so these were not suitable.
The complex is insoluble in organic solvents such as toluene,
n-hexane, chloroform, dioxan and nitrobenzene but it is soluble
in dimethylformamide (DMF). It was found that 5.0 mL of DMF
was sufficient to dissolve the complex. In order to eliminate the
water retained in the column, it was necessary to aspirate the
column for 2—-3 min.

3.4. pH dependence

The optimum pH for the formation and fixation of the com-
plex falls in the range 6.2—7.0 (Fig. 2). At pH values below 6.2,
concentration of hydronium ion is high then vanadium(IV) can-
not adsorb on the active sites in ligand and the complex was not
fixed on the exchanger. At pH values above 7.0, VO** cations
can convert to dimmer, other oligomers and polymers, therefore
absorbance of the V(IV)-PAR decreased. We chose pH 6.5 as

100+
904
80

704

Recovery %

604

50

0 2 4 6 8 10
pH

Fig. 2. Effect of pH on adsorption of V(IV)-PAR. Absorbance measured at
550 nm. Conditions were same as Fig. 1.

the best pH value for the standard procedures. The phosphate
buffer was found to yield the best results.

3.5. Other experimental conditions

The reaction conditions were investigated with 5.0 ng of
vanadium(IV). The flow rate of sample solution was varied from
0.1 to 2.0mL min~! did not affect adsorption. A flow rate of
1.0mL min~! was recommended in all experiments.

Under optimum conditions, the volume of the aqueous phase
was varied in the range 50-600 mL under optimum conditions. It
was observed that the absorption was almost constant to 450 mL
(preconcentration factor of 90), however for convenience, all the
experiments were carried out with 50 mL of aqueous phase.

3.6. Analytical data

It is possible to retain 0.031 g of vanadium from 450 mL
of solution passing through the column (where detection
limit is 0.069ngmL~!). Analytical curve is linear in the
0.11-3.0 x 10°> ngmL~! in initial solution or 0.01-3.0 wg mL ™!
in final solution with correlation factor of 0.997. Eight replicate
determination of 5.0 wg of vanadium in final solution gave a
mean absorbance of 0.7732 with a relative standard deviation of
2.1%.

3.7. Effect of diverse ions

Various salts and metal ions were added individually to a solu-
tion containing of 5.0 wg vanadium and general procedure was
applied. The tolerance limit was set, as the diverse ion amount

Table 3
Effect of diverse salts and metal ions

Salt or ion Tolerance limit (g)
CO3%~ (Na; CO3) 7,000
CH3COO~ (CH3COONa) 80,000
Br~ (NaBr), NO3;~ (NaNO3), F~ (NaF) 4,000
Cl~ (NaCl), CN~ (NaCN) 5,000
HCO3~ (Na HCO3) 8,000
S042~ (N2»SOy4) 16,000
$,03%2~ (NayS,03) 9,000
EDTA (NaSalt) 1,400
Mo%* 3,300
NH,4* 8,000
Cu?*, Co?* 3,300?
Y3+ 5,500°
Ca2+ 2,000
Sr2*, K* 1,000
AP+ 2,000
Mg?*, As>* 3,000
Sn?+ 500
Zr+ 10,300°
Zn* 3,400¢
Ru?* 5,400¢

Conditions were same as Fig. 2.
2 After masked with 0.5 mL of 0.1% solution of EDTA.
b After masked with 1 mL of 0.4% sodium fluoride.
¢ After masked with 1 mL of 0.5% sodium cyanide.
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Table 4

Comparative data from some recent studied on preconcentration of vanadium

Technique Ligand Sorbent DL (ngL) R.S.D.% Linear range Reference

SPS Eriochrome cyanine R Dextran-type exchanger 0.6 22 0.6-25.0ng mL~! [33]

SPE-spectrophotometry PAR Amberlite XAD-2 1.6 1.6 [34]

SPE-GFAAS PAN Naphthalene 1.25 1.2 5.0-625ngmL~! [35]

SPS PAR Anion-exchanger Dowex 1-X8 0.06 1.5 0.1-2.4ngmL~! [36]

SPE-DPP Morpholine-4-carbodithioates ~Microcrystalline naphthalene 200 1.4 0.5-6.5 pgmL~! [37]

SPE-spectrophotometry QADEAP Cjg cartridge 0.04 1.68 0.01-0.6 pgmL~! [38]

Catalytic adsorptive stripping ~ Chloranilic Acid 0.2 3.1 5.0-25.0ngmL~! [39]
voltammetric

First derivative PAR 300 0.8 4.0-16.0 pg mL~! [40]
spectrophotometryc

SPE-spectrophotometry PAR Zeolite clinoptilolie 0.07 2.1 0.11-3000ngmL~!  Present method

SPS, solid phase spectrophotometry; QADEAP, 2-(2-quinolylazo)-5-diethylaminophenol; PAN, 1-(2-pyridylazo)-2-naphthol.

require causing £3% error in the determination of vanadium.
The results are given in Table 3.

3.8. Comparison to other methods

The present method was successfully applied to the extrac-
tion, preconcentration and determination of the vanadium ion
by UV-vis spectrophotometry. A comparison of the proposed
system with some recent studied procedures is given in Table 4.
Detection limit obtained is 0.07 wg L. Thus, it is comparable
to those presented by other methods described in the literature.
High range of linear concentration, high sensitivity, low rela-
tive standard deviation and high tolerance to interferences from
matrix ions allows the application of the new proposed sorbent
for determination of all vanadium as V(IV) form, extraction and
preconcentration in complex samples. The good features of the
proposed method show that it is a convenient and low-cost one.

4. Conclusion

The fixation of the V(IV)-PAR complex on clinoptilolite zeo-
lite is discussed. The application of this method has produced
a higher sensitivity and lower detection limit than is given by
the solution methods for the determination of all vanadium as
V(IV) form at microgram per liter levels. Although, some of
metal-PAR complexes absorb at similar wavelengths, however,
with control of pH and using common masking agents this prob-
lem has been solved easily for vanadium as demonstrated from
its application satisfactory to the analyses of standard alloys.
The main advantage of this procedure are: (a) natural clinop-
tilolite is very cheap and abundant; (b) a good preconcentration
factor (90) can be achieved; (c) the preparation of the extractor
system is simple and fast. Therefore, clinoptilolite zeolite can
used as a good sorbent for preconcentration and determination
of vanadium at trace levels.
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This article has been retracted at the request of the Editors-in-Chief.

Considerable concern was raised about the research purportedly conducted at Sri Venkateswara University, India with the alleged
involvement of Professor P. Chiranjeevi.

Questions were raised as to the volume of publications, the actual capacity (equipment, orientation and chemicals) of the laboratory
in which Professor Chiranjeevi worked, the validity of certain of the research data identified in the articles, the fact that a number of
papers appear to have been plagiarized from other previously published papers, and some aspects of authorship.

Professor Chiranjeevi was given the opportunity to respond to these allegations. Thereafter, a committee was constituted by
the University to look into these allegations. Based on the enquiry committee report, we have been informed by the head of
the Department of Chemistry at Sri Venkateswara University that the university authorities have taken disciplinary action against
ProfessorChiranjeevi, as the university considers that there are grou